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Abstract. This paper outlines a neural network model based on the Fuzzy  
Cognitive Maps (FCM) framework for solving the automatic image change de-
tection problem. Each pixel in the reference image is assumed to be a node in 
the network. Each node has associated a fuzzy value, which determines the 
magnitude of the change. Each fuzzy value is updated by a trade-off between 
the influences received from the fuzzy values from other neurons and its own 
fuzzy value. Classical approaches in the literature have been designed assuming 
that the mutual influences between two nodes are symmetric. The main finding 
of this paper is the assumption that mutual influences could not be symmetric. 
This non symmetric relationship can be embedded by the FCM paradigm. The 
performance of the proposed method is illustrated by comparative analysis 
against some recent image change detection methods. 

1   Introduction 

A major portion of the research efforts of the computer vision community has been 
directed towards the study of automatic image change detection methods [1]. In [2] 
we have proposed a Hopfield Neural Network (HNN) model, where the comparative 
analysis against some existing strategies has been proven favorably. In HNN, given a 
reference image we build a network of nodes where each pixel in the reference image 
is a node in the network. The goal is to determine if a pixel has changed based on the 
corresponding node’s value. Each node value is updated iteratively through a trade-
off between two kinds of relations: binary and unary. Binary relations establish the 
degree of influence that a neuron exercises over other neuron during the iterative 
process. Unary relations determine the self-influence of each neuron during such 
process. Binary relations have been used in some well-tested strategies [3,4]. The 
binary relations in HNN are mapped as symmetric weights, as required by the Hop-
field neural network paradigm. This symmetry is also used in [3,4] where an energy 
function is to be minimized. The minimization is carried out by taking into account 
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only the previous system configuration (state) without to resort to historic states. This 
implies that these approaches follow the Markov Random Fields framework.  

The main finding of this paper is the assumption that mutual influences could not 
be symmetric, based on the hypothesis that different nodes could have different levels 
of relevance. So, assuming that the node i is more relevant than the node j, the influ-
ence of i over j should be greater than the influence of j over i. The relevance is a 
concept introduced in this work based on the assumption that the value of a relevant 
node should remain unchanged during the iterative process. The neurofuzzy FCM 
paradigm is a suitable strategy to deal with non-symmetric influences under binary 
relations and also to embed the self-influence under unary relations.  

This paper is organized as follows. Section 2 contains the customized FCM ap-
proach, where the mapping of mutual influences is obtained. Also the mapping of the 
relevance associated to each node is computed. The performance of the method is 
illustrated in section 3, where a comparative analysis against other existing image 
change detection strategies is carried out. Finally, in section 4, there is a discussion of 
some related topics. 

2   Fuzzy Cognitive Maps for Image Change Detection 

2.1   The FCM Framework for Image Change Detection 

FCMs are networks used to create models as collections of concepts and the various 
causal relations that exist between these concepts [5-11]. The concepts are repre-
sented by nodes and the causal relationships by directed arcs between the nodes. Each 
arc is accompanied by a causal weight that defines the type of causal binary relation 
between the two nodes. The causal weights ijw  take values in the fuzzy causal inter-

val [−1, +1]; 0=ijw  indicates no causality. Positive causal relation ( 0>ijw ) be-

tween two concepts Ci and Cj indicates causal increase: iC  increases as jC  increases 

and iC  decreases as jC  decreases. Negative causal relation ( 0<ijw ) indicates causal 

decrease or negative causality: decreases as jC  increases and iC  increases as jC  

decreases. In FCMs no feedback from a node to itself is allowed, so 0=iiw .  

The image change detection problem is formulated as follows: given two registered 
images I1(x,y), I2(x,y) of  size MxN of the same area in the scene, taken at different 
times, the goal is to detect if a pixel, located at (x,y), has changed and the magnitude 
of the change. With such purpose, we build a network of n = MxN nodes, where each 
node i represents a pixel location (x,y). We create the n x n weight matrix W, assum-
ing that it can be non-symmetric. At each iteration k, the node i in the network has the 

activation level k
iA ranging in [−1, +1]. This implies that every node is positively or 

negatively activated to a certain degree that determines the magnitude of the change at 

each pixel location, i.e. 1+=k
iA  maximum degree of change and 1−=k

iA  without 

change. 
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In Bruzzone and Prieto [3] and Aach and Kaup [4] an iterative scheme determines 
if a change has occurred at a given pixel location based on the mapping of data and 
contextual consistencies between such pixel location and the pixels in its neighbour-
hood. The contextual consistencies only take into account the previous state without 
to resort to historic states. This implies that they follow the Markov Random Field 
(MRF) framework. In Pajares [2], the contribution of the neighbours is also mapped 
as data and contextual consistencies; but unlike in [3,4], an explicit self-contribution 
is incorporated. So, the degree of change for each pixel is achieved through a trade-
off between the consistencies provided by the neighbours and its own contribution. 
This scheme, based on the HNN approach, requires that the binary relations between 
nodes i and j are symmetric ( jiij ww = ), i.e. W must be symmetric. Although, this 

method performs favourably, we have verified that the mapping of the contextual 
consistencies can be still improved. Indeed, we assume that different nodes could 
have different levels of relevance. In this paper, the relevance is determined as a 
measure of the strength that a node shows, during the iterative process, against the 
variations on its activation level. The mutual relevance is embedded in the mapping of 
the contextual information. This implies that W could not be symmetric; hence the 
HNN paradigm cannot be applied. Nevertheless, the FCM scheme with certainty 
neurons, Tsardias and Margaritis [5,6], has the ability to assume this non-symmetry. 
Additionally, it can embed the unary relations. Indeed, a certainty neuron i has mem-
ory capabilities and its activation level at iteration k + 1 is computed as, 
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where k
iA is the activation of certainty neuron i at iteration k, k

iS is the sum of the 

weighted influence that certainty neuron i receives at the iteration k from all other 
neurons, ]1,0[∈id  is the decay factor of certainty neuron i. This factor determines the 

fraction of the current activation level that will be subtracted from the new activation 
level as a result of the neuron’s natural intention to get closer to activation level zero. 
The bigger the decay factor the stronger the decay mechanism. Following Tsadiras 
and Margaritis [5] the function f is that used in the MYCIN expert system for the 
aggregation of the certainty factors, defined as follows, 
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where 1, ≤yx . k
iA is always in that interval, but this does not apply for k

iS , as a 

concept can be influenced by many concepts and perhaps the sum ∑ =

n

j

k
jji Aw

1
can 

take a value outside the interval [−1, +1]. In order to keep k
iS within that interval it is 

passed through the sigmoid function, i.e. k
iS = tanh ( )k

iS , as suggested by Tsadiras 

and Margaritis [5]. So, under the FCM framework the binary influences are mapped 
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in k
iS as data and contextual consistencies, assuming that they could be non-

symmetric; the self-influence is embedded in the k
iA memory term. From equation (1), 

the goal is to compute: a) the wij in order to build the weight matrix W and b) the 
decay factor.  

2.2   Data and Contextual Consistencies  

The data and contextual consistencies are computed following the model described in 
Pajares [2] and related references. From the images I1(x,y), I2(x,y) we compute the 
difference image D(x,y) = I1(x,y) - I2(x,y) assuming that each pixel of D is either with 
the hypothesis H0 (no change) or the hypothesis H1 (change). We build a Bayesian 
model so that each pixel (x,y) in the difference image D(x,y) should be associated to 
the hypothesis that maximizes the posterior conditional probability, i.e.  
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From (3) we build a data map with the same size as the difference image and iden-
tical (x,y) locations that those of the pixels in D and nodes in the network. Each node i 
at location (x,y) is loaded with the data information r(i) according to the following 
criterion,  

( ) ( ) }10{    ;),(1)( 1 ,syxDHPir s
s =−= +  (4) 

The data consistency between nodes i, j is measured through the data compatibility 
coefficient dij as follows, 
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8
iN is the 8-connected neighborhood of the node i. From (5) we can see that dij 

ranges in [0,1] where the lower/higher limit means minimum/maximum data consis-
tency respectively.  

The mapping of contextual consistencies is computed through the equation (6) tak-
ing into account mutual influences. 
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where pij is a coefficient that measures the influence of the node i over node j taking 
into account the relevance of each node. The relevance is a concept introduced in this 
paper in order to measure the strength of each node against changes in its activation 
level. We build an accumulator of cells of size n = MxN, where the each cell i is asso-
ciated to the node of identical name. Each cell i contains the number of times, pi, that 
the node i has changed significantly its activation level. Initially, all pi are set to zero  
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and then 1+= ii pp  if ε>− −  1k
i

k
i AA , where ε  is set to 0.05 in this paper. Now, 

ijp  is computed as follows, 
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The equation (7) measures the fraction of changes accumulated for the node j 

against the node i; jip  measures the reverse influence of j over i. This equation is 

interpreted as follows, if ji pp <  the node i has accumulated less number of changes 

than the node j, i.e. the node i has a higher relevance than the node j and vice versa. 

This implies that  ijp  could be different from jip . From (6) we can see that cij varies 

with the iteration and ranges in [0,1] where the lower/higher limit means mini-
mum/maximum contextual consistency respectively. One can see that cij could be 
different from cji (non symmetry). 

Now the goal is to combine appropriately dij and cij in order to derive the causal 
weights required by the equation (1). Making use of the fuzzy set theory, we consider 
the fuzzy sets A and B, where their elements are pairs of nodes (i,j) and the degrees of 
compatibility (membership functions) are given by dij and cij respectively.   According 
to the dissertations of Zimmermann [10] we propose the Hamacher’s union operator 
because of its performance, 
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where γ  ≥ −1; by setting  γ  = −1 the Hamacher’s union operator matches with the 
Hamacher sum. Hence, in our experiments the best results are obtained with this 
value.  

Once we have computed Wij according to equation (8) a rescaling from the range 
[0,+1] to the range [−1,+1] allows us to compute the causal weight between nodes i 
and j as required by the equation (1),  

12 −= ijij Ww  (9) 

In Tsadiras and Margaritis [5,6] is reported after the experimentation that the decay 
factor must range in [0,0.4] trying to avoid that the system collapses to zero. This 
factor subtracts a fraction to the current activation level. Hence, we assume that if a 
node i is relevant as compared to its neighbors, the fraction to be subtracted must be 
as minimum as possible and the number of iterations k must be embedded as follows, 
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where ip  is the cell’s  accumulator value for the node i and jp is the average value 

accumulated by the nodes 8
ij N∈ . 

The network is initialized from the histogram of the difference image D(x,y) ac-
cording to the method described in Bruzzone and Prieto [3]  and reproduced in Paja-
res [2]. The iterative process ends if all nodes in the network fulfill the following 

criterion: ε>− −  1k
i

k
i AA  or a number of iterations, kmax is reached. The final values 

k
iA determine the magnitude of the change. 

3   Performance Analysis 

This paper introduces the relevance criterion when mapping the contextual consisten-
cies, which could introduce a non symmetric influence between two nodes. This im-
plies a modification with respect the HNN approach described in Pajares [2]. So, for 
comparative purposes we use the same four data sets described in [2]: 1) 40 pairs of 
real video sequences of outdoor environments of size 1392 x 1040; 2) 36 pairs of real 
video sequences of indoor environments of size 840 x 760; 3) 10 pairs of real remote 
sensing images of size of size 400 x 400; and 4) 60 pairs of synthetic sensing images 
of size of size 400 x 400. All results are verified against a ground truth map which is 
previously determined. Figure 1 (a, b) shows a representative pair of the outdoor 
environment with the changes detected by the FCM process in (c).  

The HNN method of Pajares [2] was compared against six existing image change 
detection strategies including the approach of Bruzzone and Fernández-Prieto [3] 
(BRU), which follows the MRF framwork. The best performances were obtained by 
HNN followed by BRU. This paper compares the performance of the proposed FCM 
approach against the iterative HNN and BRU methods. FCM, HNN and BRU use the 
same initialization process and a neighborhood region of size 3x3. We use a set of 
seven experiments, a brief description of the experiments is the following: E1: 30 
outdoor pairs of images from the same sequence; E2: 10 outdoor pairs of images from 
different sequences of the same scene; E3: 12 indoor pairs of images from the same 
sequence without changes in the illumination levels; E4: 12 indoor pairs of images 
from the same sequence, during the full capture process the illumination levels are on-
line changed, i.e. the images have different intensity levels; E5: 12 indoor pairs of 
images from the same sequence, an image is obtained without changes in the illumi-
nation during its capture and the other, as before, by varying on-line the illumination; 
E6: 10 pairs of remote sensing images of the same scene; E7: 30 pairs of synthetic 
remote sensing images of the same scene corrupted with Gaussian noise of zero-
mean. 

The results obtained for each method are compared against the ground truth, based 
on the PCC magnitude described in Rosin and Ioannidis [11], also used in Pajares [2]: 

( ) ( )FNTNFPTPTNTPPCC ++++= , where TP: number of change pixels cor-

rectly detected; FP: number of no-change pixels incorrectly labelled as change; TN: 
number of no-change pixels correctly detected; FN: number of change pixels incor-
rectly labelled as no-change. 
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(a) 

 
(b) 

 
(c) 

 
Fig. 1. Outdoor environment; (a) and (b) two images of the same sequence; (c) changes detected 
with the FCM approach 

 
Table I shows the results in terms of the correct classification for the seven ex-

periments. The final result for each experiment is averaged by the number of pairs of 
images processed. The number of iterations used in our FCM (kmax) is set to the num-
ber of iterations where HNN gained the convergence for each set of experiments, i.e. 
E1, E3 = 4, E2, E5 = 8, E4 = 10 and E6, E7 = 5. 

 
Table 1. Averaged PCC scores for each method against the set of experiments 

x10-3 E1 E2 E3 E4 E5 E6 E7 
BRU 921 821 945 653 698 819 615 
HNN 987 943 991 789 876 901 847 
FCM 944 954 956 823 901 848 844 

 
From the results in Table I, one can see that FCM improves the performance of 

HNN for experiments E2, E4 and E5 where the number of iterations is higher than the 
used for the other experiments. This means that the FCM approach is suitable for 
images where the number of iterations is high.  

The above behavior appears when the pair of images displays high variability due 
to different illumination conditions or other causes as in the experiments E2, E4 and 
E5. This means that the FCM should be applied in image sequences captured under 
such illumination conditions where it is foreseeable that the number of iterations 
could become high. 

The best performance achieved by the FCM approach can be interpreted in the 
light of the mutual influence between two nodes based on the relevance’s values. 
Indeed, as the number of iterations increases, the relevance of each node achieves 
higher stability (less number of changes in the activation level). This is reflected in 
the equation (6). FCM and HNN achieve a similar performance for E7 (with noise). 

4   Conclusions 

In this paper we have developed a new automatic strategy for image change detection 
based on the well-founded FCM paradigm, which allows the computation of a non-
symmetric weight matrix based on binary relations between the nodes in the network 
thanks to the introduction of the relevance concept. The FCM paradigm also includes 
unary relations as in HNN. The FCM has proven its performance against some  
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existing strategies. As all iterative approaches this method is computational intensive. 
The execution time is similar to the obtained by HNN. So, for real-time requirements 
under surveillance tasks it should be implemented under parallel architectures.   
 
Acknowledgments. This research was sponsored under project no. 143/2004 Fun-
dación General UCM and the Spanish Council for Science and Technology (CICYT) 
under grant DPI2006-15661-C02-01. 

References 

1. Radke, R.J., Andra, S., Al-Kofahi, O., Roysam, B.: Image Change Detection Algorithms: 
A Systematic Survey. IEEE Trans. Image Processing 14(3), 294–307 (2005) 

2. Pajares, G.: A Hopfield Neural Network for Image Change Detection. IEEE Trans. Neural 
Networks 17(5), 1250–1264 (2006) 

3. Bruzzone, L., Fernández-Prieto, D.: Automatic Analysis of the difference Image for unsu-
pervised change detection. IEEE Trans. Geoscience Remote Sensing 38(3), 1171–1182 
(2000) 

4. Aach, T., Kaup, A.: Bayesian algorithms for adaptive change detection in image sequences 
using Markov Random fields. Signal Processing: Image Communication 7, 147–160 
(1995) 

5. Tsardias, A.K., Margaritis, K.G.: An experimental study of the dynamics of the certainty 
neuron fuzzy cognitive maps. Neurocomputing 24, 95–116 (1999) 

6. Tsardias, A.K., Margaritis, K.G.: Cognitive Mapping and Certainty Neuron Fuzzy Cogni-
tive Maps. Information Sciences 101, 109–130 (1997) 

7. Kosko, B.: Fuzzy Cognitive Maps. Int. J. Man. Machine Studies 24, 65–75 (1986) 
8. Kosko, B.: Neural Networks and Fuzzy Systems: a dynamical systems approach to ma-

chine intelligence. Prentice-Hall, NJ (1992) 
9. Miao, Y., Liu, Z.Q.: On Causal Inference in Fuzzy Cognitive Maps. IEEE Trans. Fuzzy 

Systems 8(1), 107–119 (2000) 
10. Zimmermann, H.J.: Fuzzy Set Theory and its applications. Kluwer Academic Publishers, 

Dordrecht (1991) 
11. Rosin, P.L., Ioannidis, E.: Evaluation of global image thresholding for change detection. 

Pattern Recognition Letters 24, 2345–2356 (2003) 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


