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Abstract:

This paper works on the inference
independent  clustering method to solve
the problem of classfying a classcd st
gven a fuzy st ad a T-
indigtinguishability.

It is shown an agpplication of this

method for computing measures of
goecificity of fuzzy sas under T-
indigtinguishabilities
K eywords: T-indisinguishahility,
inference independent classes,
clugering.

1 INTRODUCTION

This paper gives a method to classfy in casses
a finte s&¢ X gven a fuzzy st and a T-
indigtinguishability on X.

The new method builds up a set of classes of X
that are ‘inference independent’, that is, a st of
classes in such a way tha given two eements of
X in different classes, it is not possble to infer a
degree of membership of an dement greater
than the degree of membership given by m by
fuzzy inference through the t-norm T and the T
indigtinguishability with the other eement.

It is dso given a fuzzy st on the st of
inference independent classes.

It is shown an gpplication of the method to
compute measures of gspecificity of fuzzy sets
under  T-indiginguishabilities. When  the
knowledge available is increased through a T-
indiginguishebility, the specficty of fuzzy s
is ds0 increased. The specificity of a fuzzy st
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under a T-indiginguishability can be computed
as the specificity of the before defined fuzzy .

X will be a crigp finite st, and R: X X ® [0, 1]
a T-indigtinguishability (that is, R is reflexive,
smetric and T-trangtive).
A T-indiginguishability
when T = min.

is cdled a gmilaity

2 INFERENCE INDEPENDENT
CLASSES
Let mbe a fuzzy sat on a finite space X = {xu,
.., Xn}, let S be a T-indidinguishability on X
and let T beat-norm.

Definition

X Is related with %, and it is denoted by Xk > X;,
if and orly if T(m(x), S(X X)) ® (X).

Two dements X« and X in X ae in the same
inference independent class if and only if they
are comparable by the > preorder.

So, it is defined the class of an dement x as
follows

[Xk] ={X; suchthat xx = Xj or Xj = Xk}

This definition means tha when X is reated
with x;, it is possible b deduce the same or more
of what we know of x from x by making fuzzy
inference with the t-noom T at the given T-
indigtinguishability. Thet is X is related with x;
when the information on X is incressed by
knowing the membership degree of x and its T-
indistinguishability relation with X.

Proposition

Let mbe afuzzy st on afinite st X={xq, ..., X}
and let S be a T-indiginguishebility, then the
relation > isaclassical preorder relation on X.



Proof
- The> rdaionisreflexive
T(mx), S(%i, %)) = T(m(x), 1) = m(x), so
Xi = Xi.
- The> rddionistrangtive
Let’s suppose that x; > X and X > X.
X = %, S0 T(M(x), S(%, %)) 3 n(x).
X = X, S0 T(MX), S(x, X)) 3 M)
Hence mixc) £ T((X), S(x, X))
£ T(T(m(x), S %)), S(X, X))
(T isasociative)
= T(Mx), T(SM, %), S, X))
(Sis T-trandtive)
£ T(m(x), S(4, X))
and s0 X > X. 1

Definition
The fuzzy s¢t A on the crisp st of inference
independent classesis defined as follows:

A(x) = Maxj(T(mx;), S(xc, X))))-

It is trivid to show that the membership degree
of [x%]in A is greater or equa than n(x) for dl
X inX.

3 ALGORITHM TO COMPUTE
INFERENCE INDEPENDENT
CLASSES

By the previous definition, the membership
degree of the classes of the dements{xy, ..., X}
is computed by the Max-T rule of compositiond
inference usng the fuzzy s m and the T-
indigtinguishability S.

So, A([x]) = Max(T(MXc), S(X, %))

= T(m(x), S(%, X)) for aparticular k.

If Kj, then x represents the dass of X (% =
?he following agorithm’s purpose is to get rid
of eements x when it exits a k such that [x] =
[X«] because x = .

The trandgtive propety of the > rddion is
necesxy for this dgorithm to finish in a few
steps, because when an dement X« represents
another dement X (X > Xj), we can eiminate X
without teking care that X; could represent a

third element x (X > X;), because in this case %
would represent X (X« > x) and X, % and X
would belong to [x]. As % would epresent X,
the agorithm aso getsrid of X in afurther sep.

In  summary, the dgorithm detects and
dimnates the dements of X tha ae
represented by other elements, toward getting a
find st of dements X' that represents the
different inference independent classes (X' X).

This dgorithm seps are the following:

Step 1. Compute mowmax-t S(*, X1).

If Max(T(m(x), S(, x1))) * m{xa)
for some jt 1 then X%:=X-{x}, and nt and S
are the restrictions of de mand Sto X*.

Otherwise, X! = X (x; represents its own class
and will belong to thefind set of classes X).

Step k: Compute Mo ax-t S(*, Xk)-

If Max(T(mi™(x), S(x, %)) 2 (%)
for somej® k then X*=X*"1 {x}.
Otherwise X =x*1,

Repedting this process until the N step, the set
X" = X' is the st of inference independent
classes and their membership degree are given
by the fuzzy set restricted to X"

Example

Let mbe the fuzzy set on X={xy, .., Xs}:

m= 1/x1+0.7/Xo+ 0.5/X3+0.2/X4+ O/Xs.

Let S be a T-Indiginguishability represented by

2l 1 0 05 02
¢1 1 005 027
S=¢0 0 1 0 0+
05 05 0 1 02.
éo.z 02 0 02 14

which isreflexive and Min-trangtive.
Let T be the tnorm minimum. The membership
degree A of the inference independent classes
for the dements x; are the fallowing:



MOMax-Min S
= (1, 07, 05, 02, O) OMax-Min S

= (1, 1, 0.5, 0.5, 0.2)

The following dgorithm deps ae done to
decide a st of clases that are Min-inference
independent.

Step 1 Compute
MOmax-Min S(*, X1) =
el
¢ 1 -
g -
(1, 0.7, 0.5, 0.2, 0) Omax-Min 90‘
S05-

éo-zz

= Max{1, 0.7, 0, 0.2, 0} = 1 = m(xy).

Asl= Max(T(n(xl), S(X]_, X]_))) = TT(X;L), then x
represents its own class, and [x;] belongs to X /
>.

So X=X, nt= mand S'=S.

Step 2 Compute
M Omax-T S'(*, X2) =
el o
€1 ?
(1, 0.7, 0.5, 0.2, 0) Omax-min E 0+
g05
éo 2

Max{1, 0.7,0, 0.2, 0} =12 0.7 = m(Xy).

As 1 = Max(T(m(x2), S(x1, %)) 3 m(x) then
X, represents % (by the rdation ), that is, [x]
= [X2]1 SO

x? = x- {X1} {xl, X3, Xa, Xs}, Nt is nt
restricted to X* an
=l 0 05 023
o 1. 0 o7
$=¢ *
05 0 1 02
€02 0 02 13

on X? X2, (that is, on{x1, Xa, X4, X5} % ).

Step 3 Compute
N Omax-1 S°(*, X3) =

80
Q EN
(1 05 02 0) OMaX Min go:

205

Max{0, 0.5, 0, 0} = 0.5 = m(Xs).

As 0.5 = n(xg), % represents its own class and
[%s] will beanew dementin X / .
X3 =X?, = nf and =S~

Step 4 Compute
m3 OMax-T 83(*1 X4) =

.50
Co~
1, 0.5, 0.2, 0) Omax-min & . *=
( ) Malengl+

€027

Max{0.5, 0, 0.2, 0} = 0.53% 0.2 = m(Xa).

As 05 = Max(T(m(x2), S(x1, %)) 3 ni(xs) =
0.2 then x; represents x4 by therdation -, so
X* = X3-{xq} ={x1, Xa, %5}, nf is ¥ restricted to

X* and
el O 020
s¢=%0 1 o
éoz 0 13



on X* X%

Step 5 computes

m4 OMax-T 84(*, X5) =
a@.Zt_')
v 0 ::
§15

Max{0.2, 0, 0} = 0.2 % 0 = rm(xs).

(1, 0.5, 0) Omax-Min

As 0.2 = Max(T(m(x1), S'(xa, %)) 2 nf(xs) = 0
then x; represents xs by therelation .

X° = X*{xs} = {x1, X3}, 0 the st of Min-
inference independent classes in X / > are {[xi],
Xal} = {{x1, X2, Xa, Xs}, {xa}}, and ther
membership degree are those of A restricted to
X®, that is, { 1/x1, 0.5/xs} .

4 APPLYING THE ALGORITHM TO
COMPUTE SOME MEASURES OF
SPECIFICITY.
Yager [Yager; 1991, 91] introduced the concept
of spedificity of a fuzzy st under gmilaities
usng the Zadeh [Zadeh; 1971] concept of
similarity or Min-indidinguishability.
The a-cut of a dmilaity S is a dasscd
equivalence relation [3] denoted S,. Let pa be
the set of eguivdence classes of S for a given
vdue a. Let m/S be the st of equivdence
classes of pa ddfined in the following way:
class pa(i) bdongs to m/S if there exigds an
eement x contained in pa(i) and in the mis a-cut
().
Definition
Yager [1991, 91] definition of messure of
goecificity of a fuzzy set munder a amilarity is
the following:

an\fx;da
E)Card(ma/S) '

The measure of soecificity under amilarities are
maximal when m, is contained in one class of §
fordl a.

Sp(m'S) =

This definition is good enough when the
information is increesed by a smilarity, but it is
not wel defined for any T-indiginguishahility,
because when T is not the minimun t-norm the
a-cut of S is not an equivdence rdation and
then my/Sisnot well defined.

Definition

Let Sp be ameasure of specificity.

A measure of specificity of a fuzzy set m
under a T-indiginguishability S is the
messure of specificity Sp of the fuzzy set A on
the set of classes X"= X / >-.

Theorem

The measure of gpecificity of m under S
computed by the dgorithm satisfies the four
axioms of a measure of oecificity under a T-
indistinguishability.

Proof
The proof isin [1].

EXAMPLE
When usng the previous example given to show
how the dgorithm works the following Min-
inference independent classes are found:
{{x1, X2, Xa, Xs}, {xs}}. Ther membership
degreesto the fuzzy set A are 1/[x1]+0.5/[x3].
So, the measure of specificity of munder the
Min-indistinguishability S is the measure of
specificity of the fuzzy st A on the set of
classes [x1] and [xs] with membership degrees
U[xa]+ 0.5/[x3].
When udng, for example, the linear measure of
specificity of Yager [1990] with a weight w, =
1, the measure of specificity of munder Sis
Sp(m/S)

=Sp(A)

= Sp (V[*a]+0.5/[xs])

=1-05=05.
Compare this result with the linear measure of
Specificity of mwith aweight we = 1.

Sp (M
=Sp (Ux1+0.7/x2+ 0.5/x3+0.2/x4+ 0/Xs)
=1-07=03.



Observe that the measure of specificity of m
under a T-indidinguishability S is gregter than
the measure of specificity of m This is because
the  T-indidinguishebility adds  information
which tdls that four of the five demetns of X
ae dmila. When wusng the messure of
specificity as a measure of the information of a
fuzzy st in order to make a decison of an
dement of X, the Min-indiginguishebility is
telling us that four of the five possble decisons
ae dmilar, 0 the decison is smplify to two
classes of dements of X.

The fuzzy st A on the inference independent
clases is usfull to define and compute new
measures of ecificity of a fuzzy s& mwhen
the information is increesed by a T-
indigtinguishability.

Conclusions

This paper gives an dgorithm to classfy a finite
st X into inference independent classes given a
fuzzy st and a T-indiginguishability on X.

A fuzzy s A on the st of inference
independent clasesis given.

It is shown an gpplication of the agorithm to
define and compute new measures of specificity
of afuzzy sat under a T-indisinguishahility.
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