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Searching musical representative phrases using similarities
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Abstract: A new method to find representative phrases from a musical score is given, Fuzzy
similarity relations between phrases are defined and applied.

Keywords: Fuzzy Similarities, musical phrases, t-norm.

1. Introduction

Zadeh [4], [5]) similarity relations are Fuzzy relations on a universe E, S:ExE—[0,1] verifying the
following three properties:

1) Reflexivity: S(a, a) = | for all a in E. An object is similar to itself.

2) Simmetry: S(a, b) =S(b, a) foralla,bin E

3) Min-Transitivity: Min(S(a, b), S(b, ¢)) $ S(a, ¢) forall a, b, c in E.

The similarity fuzzy relations are useful to compare objects of a universe, to classify objects, to pattern
matching, to make Fuzzy inference with the Fuzzy compositional rule, etc. The similarity fuzzy relations
generalise the classical equivalence relations, so important to define crisp partitions of a set. It is known
that a a-cut of a similarity is a classical equivalence relation, so it is possible to consider a similarity as an
equivalence relation with many granularities, allowing to put several racks to define new partitions of a
unijverse.

The similarities are negations of a distance that satisfy the Max triangular inequality: S(a, c) £ Max(S(a,
b), S(b, ¢)).

Similarities are especial cases of T-indistinguishabilities [3), the chosen t-norm is the minimum.

A similarity operator is a similarity relation on the real interval.

The term musical motive (from the Italian Motiu) is related with a short musical phrase on which a
compositor develops a whole musical score. A motive is a melodic clement with importance in the rest of
the work, and allows making variations on it to generate more musical phrases.

This paper uses the criteria of [1] to search for musical motives, based on the analysis of different parts
(phrases) to find a motive of a score with a “fuzzy pattern machine” mode! that uses similarity operators
to compare phrases.

2. Algorithm to search for musical motives

It is used a pre-searching method described by Overill [1] as a starting point for the musical motives
searching algorithm. A musical score is separated into phrases that are compared to each other to evaluate
a similarity degree of every couple of phrases, allowing to identify the phases that are candidates to be
motives.

The algorithm in pseudocode is the following:

a) A score is separated in phrases.

b) It is evaluated a similarity degree of every couple of phrases.

c) Every phrase is evaluated as a candidate of motive aggregating or conjunting the similarity degrees
with other phrases.

Note that it is possible to make a tuning of the process depending on the separation of phrases.
The pre-search takes into account the following criteria:

1) The comparison of the notes duration

2) The variation of tones into a phrase

3) A distance of the intervals between notes into a phrase.
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The following definitions are given to establish a notation and to describe the processes.

Definition 1, Phrases and notes

A phrase of a score is an ordered set of notes.

A note is represented by a three-dimensional point (x, y, z) standing for tone, figure and the interval with
the next note tone,

A note n is the spatial point p; = [ (tone, figure, interval with the next note tone) ]
Let P* = { py, pa, ..., Pa} D& a sct of ordered points (notes) in space.

P” represents a succession of points that represent a musical phrase.
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Figure 1. A few phrases of Invention # 1 of J. S. Bach
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Definition 2. Distance between ordered notes

Let P be a phrase with n ordered notes. A function computing the n-1 distances between the n notes is
defined by D: P°—R™' as follows:

D(P-)'[d(PI.P:)-«P!-PI)-«hl-----P-” (l)
Where d is a distance, for example the Euclidean distance.

Definition 3. A similarity S of phrases

Let S.. be a similarity operator Sr: R x R > [0,1] defined by
Sr (a,b)= (max-d(|a-b])/max (2)
where the range rmax is | a_maximum - b_maximum | (3)

A function between vectors of real numbers Sv: R" x R*->R" is defined by

Sv ({x1, X2y s Xa}o {Y1, Y2o -Ya}) = { SH(X1,Y1), Sr(X2,y2), ..., SF(Xn, Ya) } (4)

To define a similarity degree S: P*x P* 3 (0, 1] of two musical phrases P* and P it is computed a
conjunction operator v on the similarity degrees of the distances between notes given by D.

S(P, P*)) = VSv(D(m), D(P*)) (3)
V is a t-norm operator (a conjunction operator) (2 ] by extended to be n-ary to be a conjunction of n

values through the associative property of t-norms:
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3. Experiments and results

(6)

An example is given to show the algorithm behaviour. It is evaluated the Figure 1. J. S. Bach and the first
phrase are compared with the rest of phrases to evaluate it as a possible motive.
The score is separated in length 8 phrases P*.
The figures are represented as follows: [0 = semi quaver, 1 = quaver, 2 = quarter note', 3 = half note, 4 =

halt note].

Then the first phrase of Figure 1 is:

P* = [(C5,1,2), (D$,1,2), (ES, L. 1), (F5,1,-3)(D5,1.2), (ES,1,4), (C5,1,7), (G$,1,0)]

The ten initial phrases of the schore are represented by P*; . Note that the initial 5 phases of every voice
are chosen displacing a note from the previous phrase. The initial sciences are omitted,

P:I - ((Chzn' 1 )' (th‘l )n (CQ,2|2)| (DM 1 5’7)I(Oh 1 lz)l (Ahl -2)0 (B’.I ] l)l (Chl u")l
P_X - [(B’lzll )c (Cﬁznz)i (Dh ll")l(G’ll -2)0 (A’vl nz)v (Bs, 1 l)l (C..l v")D(A’v 1 -o)l

P.) - {(Chz-z)v (Dh‘ "7)\(G!|l -2)‘ (A’o‘ tz)v (Bh‘ l‘)v (Ch"‘s)v (Aﬁ‘lz)v (B’l‘ -0)‘
P_C - [(Dlv ll")l(o’l 1 '2)0 (A’,l.z). (B’v lvl)n (Cﬁl v")ﬁ(A’v | -2)c (B’ll |")v (Ohl .0)]
Py = [(Gs.1,2), (Ag1.2), (By, 11), (Coo1-3)(Asi112), (B, 14), (G107, (Dan2,0)]
Py = ((Ca1,2), (D4, 1,2), (Eal, 1), (Fa1,-3)(Dal 2), (End, ), (Canl,7), (Ga2 0))
P*7 = [(Da,1,2), (Ew1,0), (Fal,-3)(Da, 1.2), (Ea1i-4), (Can)u7) (Gar2,-12),(G,2,0)]
Py = {(En 1), (Fi1,-3M(D41.2)s (Ewl,4), (CanliT), (Gardi-12XGhi2,0), (-,53,0))

Py = ((Fy1,-3)(Dal 2), (Eili4), (Ci 1,7, (Gdi-12)(Gri2,0), (+183:0), (-,81,0))

P*i0 = [(Da1.2), (B4 1,-4), (CaL\7), (Ga2,-12),(Gri2s-) (-,83,0), (-.S140), (G 1,0))

The distances D(P") between notes of every phrase are the following:

D(P)={

D(P*)) =(
D(P*) = (
D(P*)) = (
DP*)={
D(Py) =
D(P*o) = (
D(P*) = {
D(P") ={
D(P'.o) =
NP..IO) =

2.00
224
141
9.22
11.40
200
200
2.24
4.12
583
6.32

2.24
1.4
9.22
11.40
2.00
2.24
2.24
4.12
3.8
632
11.70

4.12
9.22
11.40
2.00
224
412
4.12
3.83
6.32
11.70
19.92

5.83
11.40
2.00
2.24
412
533
5.83
6.32
1.70
19.92
16.28

6.32
200
224
412
5.83
6.32
6.32
11.70
19.92
16.28
0.00

1.70
224
4.12
5.83
6.32
11.70
11.70
1992
16.28
0.00
0.00

9.90
141
4.24
283
3.66
10.63
9.22
16.28
0.00
0.00
12.00

Table 1: Distance D(Pn) between notes of every phrase
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Figure 2. Distance D(P*) between notes of every phrase

The next step is to compute the similarity between every couple distances D(P") using the main t-norm
conjunction operator V: minimum, product and Lukasiewicz.
A visible result is that the first phrase is almost similar to the phases 5 and 6.
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D(P) Mh:mn Product w

D(Pn'y) | 0993 | 0352 | 0977 | 0859 | 0,846 | 0.881 | 0,739 | 0,766 0,739 0,062
D(Pn";) | 0,984 | 0,336 | 0,807 | 0,799 | 0,894 | 0,387 | 0,791 | 0,844 0,791 0,007
D(Pn's) | 0,801 | 0,322 | 0,747 | 0,942 | 0,901 | 0,939 1 0,838 | 0,808 0,747 0,000
D(Pn's) | 0,741 | 0,493 | 0,993 | 0,948 | 0,953 | 0,986 | 0,852 | 0,883 0,741 0,356
D(Pn's) | 1,000 | 0,980 | 1,000 | 1,000 | 1,000 | 1,000 | 1,000 | 0,980 0,980 0,980
D(Pn's) | 1,000 | 0,981 | 1,000 | 1,000 | 1,000 | 1,000 | 1,000 | 0,981 0,981 0,981
D(Pn'y) | 0,993 | 0,480 | 0,948 | 0,953 | 0,986 | 0,852 | 0,773 | 0,824 0,773 0,329
D(Pn's) | 0942 | 0,265 | 0901 | 0,939 | 0,838 | 0,625 | 0,874 | 0,727 0,628 0,000
D(Pn'y) | 0,894 | 0,137 | 0,887 | 0,791 | 0,611 | 0,728 | 0,677 | 0,727 0,611 0,000
D(P*\0) | 0,881 | 0,138 | 0,739 | 0,564 | 0,712 | 0,826 | 0,677 { 0,942 0,564 0,000
Table 1. Similarity of phrases using the t-norm V minimum, product ad Lukasiewicz

0.2

D(Pn'1)
D(Pn'2)
D(Pn'3)
D(Pn'4)
D(P'S)
D(Pn'6)
D(Pn'7)
D(Pn'8)
D(Pn'9)
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Figure 3. similarities of the phrases with the first phrase

4, Conclusions and further work

A method to search musical motives using similarities is given. In the example, the first phrase seems to
be a good representative motive when using the Zadeh, product and Lukasiewicz logic. However the n-
ary Lukasiewicz t-norm tends to zero, and so the similarity of the first phrase with others is much lower
when the punctual similarities are not high.

A first immediate further work is to consider an aggregator operator (operators between t-norms and t-
conorms), for example, an arithmetic mean, instead of conjunction operator to define the similarity of
phrases. Some other similarity operators, different that 1-euclidean distance, will be considered and
tested. This paper is a small part of a huge project towards assistance musical composition.
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