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La asignatura

Q Niveles de descripcion y disefio de un computador

Ofimatica (MS-Office, Contaplus, D-Base)

— Comunicaciones (Netscape, Explorer, Mail)
Disefo (AutoCAD, ...), Multimedia, Juegos, etc.

Aplicacion —

Lenguaje de alto nivel —] MODULA, C++, JAVA, ...

FOR, WHILE, REPEAT, PROCEDURE, ...
| | ——* PASCAL, FORTRAN, C, COBOL, BASIC, ...

Sistema Operativo / gesgén ge memoria
Compilador estion de procesos

Gestion de ficheros

A 4

Compilacion
Enlazado
Ubicacioén

Arquitectura del repertorio
de instrucciones — |

[ Registros Loop move #3$10, RO
[ | RO Registro Estado load R1(dirl), R2
. ., . L 1 add R2,RO
OrganlzaCIOn . Contador Programa sub  #1,R1
Hardware del sistema <[ | | R7 beq Loop
Circuito Digital —-] | \
Fisico —[ | | | « { } R
== i Bus
E/S
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La asignatura

d Niveles de descripcion y disefio de un computador

¢Donde se estudia?

Aplicacién > Auto-aprendizaje, Laboratorios, ...

IP, LP1, EDI, LP2, MTP, ...

A 4

Lenguaje de alto nivel

Sistema Operativo /
Compilador

Sistemas Operativos / Procesadores de Leng.

A 4

Arquitectura del repertorio FC, EC, AEC,
de instrucciones

A 4

ARQUITECTURA E INGENIERIA DE

Organizacion > COMPUTADORES
Hardware del sistema
Circuito Digital > FC, TC, ATC

A 4

Fisico FFI, IE, TC, DCI1, DCI2
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La asignatura

Arquitectura de computadores

[ Los atributos de un computador tal y como los ve un
programador en lenguaje ensamblador. La estructura

conceptual y el modelo funcional ( modelo de programacion).
Amdahl, Blaaw, Brooks 1964

0 El concepto ha cambiado en el tiempo.
o Hasta la mitad de los 80. El énfasis era el disefio de juego de instrucciones
orientado a los LAN.

o Desde entonces el énfasis es el diseiio de CPU, Jerarquia de memoria, sistema de
I/0. Paralelismo (ILP,DLP,TLP). Aspectos clave coste-rendimiento-tecnologia-

consumo

 Tres aspectos

o Arquitectura del juego de instrucciones
o Organizacion ( diferentes organizaciones P6, Netburst, AMD K8, Core, Nahalem)

o Implementacion ( PentiumIII, Celeron, Pentium4, Pentium Xeon, Core2, Core 7-5-
3i)
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La asignatura

ISA: Interfase Critico

software N -/

| NN NN NN NN NN NN NN SN NN SN N SN N NN S SN S N SN NN SN U GO SN SN SN SN SN N SN SN NN SN SN N SN N N VNN NN S N SN N SN SN N SN N NN S SN N NN SN N SN SN N S S N S S

T T T T T T T T T T T T T T T T T T TTTT . . o e P e P Pt e e e e P

hardware

 Propiedades
o Permanencia con el tiempo / tecnologia (portabilidad)
o Proporciona funcionalidad eficaz a los niveles superiores
o Permite implementacidn eficiente en los niveles inferiores
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La asignatura

3 Evolucion de los juegos de instrucciones

Acumulador (EDsSAC 1950)

I
Acumulador + Registros indices

| (Manchester Mark I, IBM 700 series 1953)

Separacion del modelo de programacion
de la implementacion

/ \

Orientadas a los LAN Concepto de Fanmilia

(B5000 1963) \ / (IBM 360 1964)

Arquitecturas con Reg de proposito general

i

Arquitecturas CISC
(IBM,Vax, Intel 432, x86 1977-80)

Arquitecturas Load/Store
| (€DC 6600, Cray 1 1963-76)

RISC
(Mips, Sparc, HP-PA, Power . . .,1987)
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La asignatura

O Metodologia de Disefio

Complejidad de la
Implementacion

Benchmarks

Tendencias

DISenos
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La asignatura

d ¢Qué estudia la asignatura?

Entrada/salida y almacenamiento

Discos, WORM, Cintas RAID
Organizacion de memoria,
DRAM- Memoria Central Protocolos de Bus
) Coherencia,
Jerarquia L2 Cache Ancho de banda,
de Memoria Latencia

/ L1 Cache /
v VLSI

Arquitectura del Procesador

Segmentacion , ILP, TLP

Segmentacion, riesgos (hazards),
superescalar, ejecucion fuera de orden,
prediccion, especulacion, multithreading
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La asignatura

d ¢Qué estudia la asignatura?

PI[M|P| M oo [P|[M
. |
\__/
S Red de interconexion
N

Switch (S) Procesador (P) Memoria (M)

Multiprocesadores

P

M

Redes de Interconexion

AlIC —Temal
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Memoria compartida,
paso de mensajes,
paralelismo de datos

Red

Topologia,
Routing,

Ancho de bandaq,
Latencia,
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Evolucion y tendencias

El escalado de la tecnologia continua.

1. E+D6 V Tubes
1.E+04 ]

1.E+02 - Bipalar
1.E+00 -
1.E02
1E-04 »
1.E-06 MMOS
1E08 |
1.E-10
1E-12
1930 1950 1930 1950 1970 1990

Gate Delay

1.E+00
1.E02 |
1ED4 |
1.E06 | Bipclar #
1E08 |
1.E10 |
1E12 |
1E14 |
1.E-16 . ' . %

1930 1950 1570 15590 2010

AIC —Tema l F. Tirado / R. Hermida 2012-13

W Tubes
Energy/Transition

L




Evolucion y tendencias

0 1949 EDSAC 10% op/seg

Q 1957 Transistor: de 10° a 10 op/seg
o DEC PDP-1 (1957)

o IBM 7090 (1960)

0 1965 CI: de 10° a 109 op/seg
o IBM System 360 (1965)

o DEC PDP-8 (1965)

0 1971 Microprocesador
o Intel 4004

0 2003 mads de 3x10!3 op/seg

bbb 44
Hbatig et
I

0 2010 > 10! op/seg (1 petaflop) *

o 1° Sequoia IBM BlueGene/Q 1572864 cores, 16.33Pflops
MareNostrum 94Tflops 10240 cores ( 465 Jul2012) Oblea

AIC —Tema l F. Tirado / R. Hermida 2012-13 12




Evolucion y tendencias

Top 500 jun 2011 a jun 2012

De lista anterior a actual (12 meses)
Total de 58.9 Pflops a 123,41Pflops
En dltimo 31.1 Tflops a 60,82 Tflops

N : ’ COUNTRY ORE Rmax Pfiof
] Sequoia IBM BlueGene/Q, Power BQC 16C 1.60 GHz, Custom interconnect DOE/NNSA /LLNL USA 1,572,864 16.33
2 K computer Fujitsu SPARC64 VIlIfx 2.0GHz, Tofu interconnect RIKEN AICS Japan 705,024 10.51
3 Mira IBM BlueGene/Q, Power BQC 16C 1.60 GHz, Custom interconnect DOE/SC/ANL USA 786,432 8.153
4 SuperMUC IBM iDataPlex DX360M4, Xeon E5-2680 8C 2.70GHz, Infiniband QDR Leibniz Rechenzentrum Germany 147,456 2.897
5 Tianhe-1A NUDT YH MPP, Xeon X5670 6C 2.93 GHz, NVIDIA 2050 NUDT/NSCC/Tianjin China 186,368 2.566

PERFORMANCE DEVELOPMENT PROJECTED
1 Eflops ‘V
100 Pilop(s . ..»,;.r.f./.* p
10 Pllopys . - /‘/°/.1?;3
. sum_ o’ ese®?
opfs . ° ® [ . P L (;:‘I.O
°

100 Ttlopis Jes® o b8 ® .N: e e ® ..)A,.—Mo

10Top's  1.17 e 0 °® s @9 =t ® o
o S o 0 ¢ig SLEE .. 0 09

1Tilopls Py o ®
9T s 000 ® P s

100Gilopis @ co°?® * N=500

L
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0.4 o0 ®
~ @ &
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La ley de Moore

U La Ley de Moore

Cramming More Components onto

Integrated Circuits

GORDON E. MOORE, [IFE FELLOW, IEEE

With wrir cosi falling ax the nwnber of components per circuit
rizes, by 1975 economic: may diciale squcezing as many us 63 000
componeris on a single silicon cfup

The fudure of mtecrated el

nics is the future of
NOTIONS

Each approach evolved mupidly and convesged so that
each borrowed technigues from another. Many researchers
belicve the way of the future to be & combination of the

16 _—
i5r J
i 14 V4
Es :3[
2 1 /s
‘i‘ga 10 Vo
:83 g l/
?ﬂag 7 r/
ot
Bz 3
%
. . |
Electronic- Abril1965 o
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diagram to technological realization without any sp
engineening.

It may prove to be more economical to build
systems out of smaller functions, which are separately g
aged and interconnected, The availability of large funct
combined with functional design andl construction, sk
allow the manufacturer of large systems to design
construct a considerable variety of equipment both ry
and economically.

IX. LINEAR CIRCUITRY

Tmtegration will not change linear systems as radical
digital systems. Still, @ considerable degree of integr
will be achieved with linear circuits. The lack of §
value capacitors and inductors is the greatest fundam
limitation to integrated electronics in the linear area

L — s+ mceh alemibcde cometai dho wdl
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La ley de Moore

JLa Ley de Moore se ha cumplido
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La Ley de Moore

/7
Segun INTEL El escalado de la tecnologia puede acabar en 10 afios

El grosor del aislante de la puerta esta limitado a 2nm

65nm 45nm 32nm 22nm 15nm 11nm 8nm

2005 2007 2009 2011 2013 2015° 2017° 2019+
MANUFACTURING nwmcacromsis ) RESEARCH

Optlcal

T

|

anotube F
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Fuente: Intel Corporation
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La Ley de Moore

Process Name

Px60

P1262

P1264

P1266

P1268

15t production 1997 1999 2001 2003 2005 2007 2009 2011
Process | 250nm 180 nm 130 nm 90 nm 65nm 45 nm 32nm 22nm
Wafer size 200 200 200/300 300 300 300 300 300
Inter-connect Al Al Cu Cu Cu Cu Cu ?
Metal layers 5 6 6 7 8 9 9 ?
Channel 5t Si 5i Strai.ned Strai.ned Strai.ned Strai.ned Strai‘ned
Si St Si Si St
Gate Dielectric S10; S10; S10, S10; S10; High —k | High—k | High—k
Gate electrode | Poly-Si Poly-Si Poly-Si Poly-Si Poly-Si Metal Metal Metal
Lithography | 248nm | 248nm 248 nm 193 nm 193 nm 193 nm ﬁ 1;3:111

(Subject to change)

Manufacturing process details from 1997 to 2011

Standard
Transistor

HK+MG
Transistor

Low resistance layer ~ — Low resistance layer

Polysilicon gate Metal gate
N+ for NMOS \ / Different for
P+ for PMOS NMOS and PMOS
SiO, gate oxide ——=1L_ —L+—— High-k gate oxide
h H \ Hafnium based
S v D v D
...... = e N——
Silicon substrate Silicon substrate

Fuente: Intel Corporation
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La Ley de Moore

O Microelectroénica + Microarquitectura

Q Una industria con un progreso que ho tiene equivalente

1 Doblado cada 18 meses (1982-2000):
- Total de incremento 3,200X

- Los coches viajarian a 176,000 MPH; y recorrerian 64,000
millas/gal.

- El vigje: L A.aN.Y. en 5.5 seg (MACH 3200)

 Doblado cada 24 meses (1971-2001):
- total de incremento 36,000X

- Los coches viajarian a 2,400,000 MPH; y recorrerian 600,000
millas/qal.

- El vigje: L.A.aN.Y. en 0.5 seg (MACH 36,000)

AIC —Tema l F. Tirado / R. Hermida 2012-13 18




La Ley de Moore

A Microelectrénica y microarquitectura

Fizl] lerdzl, i Frequency Increased 50X
™ Freq (Process) Pentium® 4 proc
& ° 13X due to process
r technology

ium® 13X ~ Add't'Dnal 4X dUE' tﬂ
e microarchitecture

10
10p 074 05y 035 025 0.18y

100
Relative Pentium® 4 procagll t Performance Increased >75X

Performance 6X
™ Relative = 13X due to process

Frequency
. technology

Pentium® Il and 11l
13x * Additional >6X due
to microarchitecture

*Note: Performance measured
10p 0.7p  05p 035 0.25p 0.18p  yging SpeciINT and SpecFP

20X in frequency and 75X in performance

AIC —Tema l F. Tirado / R. Hermida 2012-13

Pentium® proc

i486




La Ley de Moore

A Microelectronica y microarquitectura

10,000

1,000

100

Theoretical maximum performance
(million operations per second)

10

AIC —Tema l

Hyperthreading
(multicore)

. Improvements in
chip architecture

Increases in Full-speed
clock speed 2-level cache

Longer pipeline,
double-speed
arithmetic

MMX
multimedia

Speculative extensions
out-of-order

execution
2000 MHz
Multiple

Instruction
pipeline

instructions
per cycle 733 MHz

Internal
memory
cache

300 MHz
200 MHz

1988

1990 1992 1994 1996 1998 2000 2002 2004

F. Tirado / R. Hermida 2012-13
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El entorno: tendencias

0 Resumen de evolucion en tecnologia de implementacion

Capacidad Velocidad
Latencia
Logica X2 en 3 anos X2 en 3 anos
DRAM X4 en 3 anos X2 en 10 anos
Disco X2 en 3 anos X2 en 10 anos

[ Uso de los computadores

v" La cantidad de memoria necesaria crece entre 1.5y 2 por afio. Mds bits para
direccionamiento.

v" Programacion en LAN. Los compiladores son fundamentales, son el interfase
entre las aplicaciones y el computador.

Una arquitectura debe ser disefiada para soportar el paso del tiempo
Cambios en tecnologia, Sw y aplicaciones.
Arquitectura IBM360-390 (1964) ,X86 (1978)

AIC —Tema l F. Tirado / R. Hermida 2012-13 21




El entorno: tendencias

O Latencia y ancho de banda en los dltimos 25 afios

CPU

alta,

Memoria Baja
("Memory Wall")

100000

LB

1000 -+

100 -eeee

Relative bandwidth improvement

104

Microprocessor

Network

(Latency improvement
= bandwidth improvement)

------

1

10
Relative latency improvement

AIC —Temal

100

[ Procesador: 286, '386,
‘486, Pentium, Pentium 4,

Core i/ (80x,25000x)

O Ethernet: 10Mb, 100Mb,
16/s, 10Gb/s, 100Gb/s

(30x,10000x)

3 Modulo de Memoria: DRAM,
Page Mode DRAM, SDRAM,

DDR2-3 SDRAM (6x,1200x)
d Disco : 3600, 5400, 7200,
10000, 15000 RPM (14x, 350x)

F. Tirado / R. Hermida 2012-13 22



Rendimiento

A Evolucion del rendimiento de los procesadores

Medida de rendimiento utilizada:
ndmero de veces mds rdpido qué el VAX-11/780

Multicore
N

100000

Intel Xeomscores, 3.3 GHz (boost to 3.6 GHz)
Intel Xeon 4 coresN3.3 GHz (boost to 3.6 GHz)
Intel Core i7 Extreme 4 cores 3.2 GRs boost to 3.5 GHz) 24,129

Intel Core Duo Extreme 2 col 3.0 GHz _-%. ‘31.,3?1
143&?____________________

10000 + .ﬂ\hﬁH 24 }hl-:-n 54G%_FZGHZ 2 11335
Intel Xeon EE 3.2 GHz 7.108
Intel DESOEMVR mothedsoard (3.08 GHz, Pentium 4 processor with Hyper-Threading Technology) 6,043 6,681
IBM Powerd, 1.3 GHz g 198
Intel VC820 motherboard, 1.0 GHz Pentium Il| processor

Professional Workstation XP1000, 667 MHz 212644
1000 oo Digitol AlphaServer 8400 /575, 575 MHz 21264 o ~® 1267

22%/year

Performance (vs. VAX-11/780)

'— I I I I I I I I I I I I I I I I
1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012
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Evolucion

Dispositivos moviles (PMD)
Eficiencia energéticay RT

100
Supercomputers

Mainframes

Minicomputers

Performance

Desktop

precio- rendimiento

Servidores
Disponibilidad-escalaibilidad-
Throughput

Cluster y Servidores HPC

"SaaS” - Rendimiento

Microprocessors

I

Sistemas empotrados
Precio

| J

1965 1970 1975 1980

1990 1995

Eniac 1946 g

AIC —Temal

] !el,d [ J! mw- I-LJ v !D)HEF =

Nehalem EX
2300 Mtrans

90 nm, 100w
24MB de cache

8 cores 16 threads

.j,.l— _jyl
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La Ley de Moore

140

120

100

80

Power (W)

60

40

20

&

386

1500
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1° problema consumo “Power Wall"

" 250
Technology (nm)

1000 800 600 180 130 a0 65

Fuente: Intel Corporation
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La Ley de Moore

1° problema consumo “Power Wall"

1.2

o
fo}

£D'
3,
"

o
»

Power density (W / mm?)
o
»

&
- ol °
G = " . I“Iﬁ!;de
pentium’
350 P 250 180 130 90 65

Technology (nm)

Fuente: Intel Corporation
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La Ley de Moore

2° problema retardo interconexiones

El rendimiento del transistor ( retardo ) escala linealmente con la tecnologia
El retardo de la interconexion no escala con la tecnologia

100
O Gate delay (fanout 4)
~@-Local interconnect (Metal 1, 2)
=&- Global interconnect with repeaters
% ~8- Global interconnect without repeaters
o 10
o
o)
>
©
S
3 —o—- —e
N
g 1
2 250nm 180nm 136nm 90nm 65nm 45nm 32nm
O —0- O -Q
O
o)
O
0.1

Technology
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La Ley de Moore

2° problema retardo interconexiones

100%

O 16 FO4 -~8F04 -@-SlA projections
90%

80% Ciclo

70%
60%
50%
40%
30%
20%

Fraction of chip reached in a cycle

10%

0% — j

250 180 130 90 65 45 32
Technology node (nm)

Multi - Many cores
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Retos 2015

™

~f% degradation/bit/generation

Lapits

180 130 90 &5 45 32 22 16

T T VO VUK [ Yy P WY VY p O [ WY VOPRY o O Sy PO S  WORY  HFFY WOPPTY SﬂﬂErrﬂrFleChlp

2 3 4 5
Nommalized Leakage (lzb)

-
(F]

=
ha

==
(=]

Normalized Frequency

==

(=]
-]

CPU Powe

) I

= =
= (=]

Reachable dis area (%)
(=]
s

Constant
Power

=]

180 130 100 i} 50 35
10 Process generation (nm)

1990 1995 2000 2005 2010 2015
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El punto de inflexion

New York Times, May 17, 2004 .. Intel, the world's largest chip maker, publicly
acknowledged that it had hit a ''thermal wall'' on its microprocessor line. As a
result, the company is changing its product strategy and disbandingone of its most
dvanced design groups. Intel also said that it would abandon ftwo advanced chip
development projects .. Now, Intel is embarked on a course already adopted by
some of its major rivals: obtaining more computing power by stamping multiple
processors on a single chip rather than straining to increase the speed of a single
processor .. Intel's decision to change course and embrace a ''dual core'' processor
structure shows the challenge of overcoming the effects of heat generated by the
constant on-off movement of tiny switches in modern computers ... some analysts and
former Intel designers said that Inte/ was coming to terms with escalating heat
problems so severe they threatened to cause its chips to fracture at extreme
temperatures...

M1 CA B-P.R 0.6 ES 5.0 F

www.MPRonline.com

THE INSIDER'S GUIDE TO MICROPROCESSOR HARDWARE

INTEL’S PC ROADMAP SEES DOUBLE

On Friday, May 7, 2004, Intel made an announcement regarding its processors’
roadmap that caught many in the industry by surprise. In a statement, Intel
announced it was canceling two processors (Tejas and Jayhawk) and
accelerating a strategy to bring dual-core

The cancellation of Tejas, and the volume server version Jayhawk, signals the end of
Intel’s plans to advance the monocore CPU architecture. All future Infel processor

AIC — Tema 1 development plans will be based on multicore designs.




30 afios de evolucion

Transistors
(thousands)

Single-thread
Performance
(SpecINT)

Frequency

- (MHz)

Typical Power

© (Watts)

Number of

" Cores

1975 1980 1985 1990 1995 2000 2005 2010 2015

Original data collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond and C. Batten
Dotted line extrapolations by C. Moore

AIC —Temal
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30 afios de evolucion

It is difficult to make predictions, specially about the

Transistores

AIC —Tema l

2,600,000,000 -
1,000,000,000

100,000,000 H

10,000,000

1,000,000

100,000

10,000

2,300 -

future - Mark Twain-

Sin-Cora Care i7 l - GF'1 OO
ore xeon nm\h\‘ o Westmere-EX

Moore Law 1971-2011.
Fuente Wikipedia

7186
Quad-Core [Eanium Tukwila
- B-Care Xaon Mahalam-EX
" Sie-Core Opleran 2400
Care (7 (Quad)

» Multicores

| T T | |
1971 1980 1990 2000 2011
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30 afios de evolucion

Il Dic Area B FP Performance (X)
Integer Performance (X) B Int Performance/Watt (X)
386 to 486
4
I 486 to Pentium
3
)
e ’
% _ .
@ Pentium to P6 P6 to Pentium 4 'i
b 2 K
&
=
' Pentium 4
, to Core
0
On-die cache, Super-scalar 0O0O0-Speculative Deep pipeline Back to non-deep
pipelined pipeline
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30 afios de evolucion

m Hoja de Ruta (Intel)

m Fuente Intel

Willamette ——Northwood —— Prescott — Tejas —Nehalem | Released- Canceled - Future - Micrearchitecture nar

\‘ L. cedarmill

NetBurst Prescott-2M— Cedar Mill
Smithfield — Presler
i S T |
oppemmine — Tualatin—Banias Dothan Yonah Conroe — Wolfdale Nehalem Sandy Bridge Haswell Skylake
PG | h(entsﬁeld—r‘lhrkﬁeldL[l‘lehalem—rWestmereL%andy Bridge —Ivy Bridgel—h—laswell—-arua dwe]&—{skylake—- SkymﬂnJ
180nm 130nm | S0nm B5nm | 45nm | 32nm | 22nm | l4nm | lOnm |

Atom
Silverthome —Lincroft
Diamondville—Pineview — Cedarview

Tick-Tock Development Model:
Sustained Microprocessor Leadership

o . Intel’ microarchitecture Future Intel®
Intel’ Core™ microarchitecture codename Nehalem microarchitecture
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30 afios de evolucion

m La Regla de Pollack (Intel)
m Perf (R)~V/ R

m El rendimiento mejora sub-linearmente con los
recursos

m Transistores/Consumo 2x — Rendimiento 1.4x
m Transistores/Consumo 4x — Rendimiento 2x

Power

Power=1/4

4
Rend Rend = 1/2
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Rendimiento

1 Dos conceptos clave

. ; : . Throughput
Avion Wa a Paris | Velocidad | Pasajeros (p.km/h)
Boeing 747 | 6.5 horas | 970 km/h 470 455900
Concorde 3 horas lfr%w(;?\ 132 285120

v'Tiempo de Ejecucién (TEj) : Tiempo que tarda en completarse una tarea
v ( Tiempo de respuesta, latencia )
v'Rendimiento ( Performance, Throughput) : tareas por hora, dia ,...

v/ "X es n veces mds rdpido que Y" significa

TEj(Y)

TEj (X)

Performance(X)

Performance(Y)

v’ Reducir el TEj incrementa el rendimiento

AIC —Temal

F. Tirado / R. Hermida 2012-13
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Rendimiento

O Medidas del rendimiento

Aplicacién Respuestas por mes, hora, segundo

Operaciones por segundo TPC

Lenguajes de
Programacion

Compilador

(millones) de Instrucciones por segundo: MIPS
ARI (ISA) L1 (millones) de (FP) operaciones por segundo: MFLOP/s

Datapath
Control S Megabytes por segundo

nidades Funcionales

Transistores cables Ciclos por segundo (frecuencia de reloj)

La dnica medida fiable es el tiempo de ejecucion programas reales
Dos aspectos: Rendimiento del computador, Rendimiento del procesador
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Rendimiento

[ Rendimiento del procesador
T o= N*CPT* ¢
v N: n°® de instrucciones (Compiladores y LM)
v CPI: (LM, implementacion, paralelismo)
v' t: periodo de reloj (implementacién, tecnologia)
O Ciclos medios por instruccién (CPT)

CPI = (Tepy * Frecuencia de reloj) / Numero de Instrucciones
= Ciclos / Numero de Instrucciones

Si asumimos que existen n tipos de instrucciones:

n
Tepy =t *j ;1 (CPl; * 1) (I; = n°instrucciones tipo j ejecutadas)

n

CPl =2 CPI, * F,
i=1

J (donde Fj es la frecuencia de aparicion de la instruccion tipo j)

Ejemplo : ALU 1 ciclo( 50%), Ld 2 ciclos(20%), St 2 ciclos(10%), saltos 2 ciclos(20%)
CPIl: ALUO0.5,Ld 0.4, St0.2,salto 0.4 TOTALCPI=1.5

Invertir recursos donde se gasta el tiempo
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Rendimiento

1 Rendimiento global del computador : Benchmarks

v La Unica forma fiable es ejecutando distintos programas reales.

v’ Programas "de juguete”: 10~100 lineas de cddigo con resultado
conocido. £j:: Criba de Erastdtenes, Puzzle, Quicksort

v' Programas de prueba (benchmarks) sintéticos: simulan la
frecuencia de operaciones y operandos de un abanico de
programas reales. £j:: Whetstone, Dhrystone

v" Programas reales tipicos con cargas de trabajo fijas (actualmente la
medida mds aceptada) SPEC

v' Otros
v HPC:.LINPACK, SPEChpc96, Nas Parallel Benchmark
v' Servidores: SPECweb, SPECSFS( File servers), TPC-C, SPECjbb ( Java )
v’ Graficos: SPECviewperf(OpenGL), SPECapc( aplicaciones 3D)
v Winbench, EEMBC
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Rendimiento

[ Rendimiento global del computador : SPEC

v’ Programas reales tipicos con cargas de trabajo fijas (actualmente la
medida mds aceptada)

v' SPEC89: 10 programas proporcionando un Unico valor.

v SPEC92: 6 programas enteros (SPECint92) y 14 en punto flotante
(SPECfp92).Sin limites en opciones de compilacion

v SPEC95: 8 programas enteros (SPECint95) y 10 en punto flotante
(SPECfp95). Dos opciones en compilacion: la mejor para cada programay la
misma en todos (base)

v SPEC2000 12 programas enteros y 14 en punto flotante. Dos opciones de
compilacion ( la mejor: spec--, la misma spec--_base

v SPEC2006 12 programas enteros y 17 en punto flotante. Dos opciones de
compilacion ( la mejor: spec--, la misma spec--_base
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Rendimiento

> SPEC2006 versus SPEC2000

Evolucidn de la jerarquia de memoria (256KB, 256 MB a 4MB, 1GB)

Mds programas mds complejos

Benchmark Descri

CPU2000

CPU2006

GNU C compiler 1?6 gcc 403 gcc

Manipulates strings & prime numbers in Perl language 253 .perlbmk C 'I,BDD 400.perlbench C 9,766

Minimum cost network flow solver (combinatorial optimization) 181.mcf C 1,800] 429.mcf C 9,120

Data compression utility 256.bzip2 C 1,500 401 bzip2 C 9,644

Data compression utility 164.gzip C 1,400

\ideo compression & decompression 464 h264ref C 22,235

Artificial intelligence, plays game of Chess 186.crafty C 1,000 458.sjeng C 12,141

Artificial intelligence, plays game of Go 445 .gobmk C 10,489

Artificial intelligence used in games for finding 2D paths across terrains 473.astar C++ 7,017

Natural language processing 197 .parser C 1,800

AML processing 483.xalancbmk | C++ 6,869

FPGA circuit placement and routing 175.vpr C 1,400

EDA place and route simulator 300.twolf C 3,000

Search gene sequence 456_hmmer C 9,333

Ray tracing 252.eon C++| 1,300

Computational group theory 254 gap C 1,100

Database program 255 vortex C 1,900

Library for simulating a quantum computer 462 libquantum C 20,704

Discrete event simulation 471.omnetpp C++ 6,270
hours | 5.3 | 19,100 hours | 36.6 | 131,638

41
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Rendimiento

» SPEC2006 vesus SPEC2000

CPU2000 CPU2006

Benchmark Descripti Floating Pnt | Lng | RTime Floating Pnt
Weather prediction, shallow water mode 171.swim F77 3,100
Velocity & distribution of pollutants based on temperature, wind 301.apsi F77 2,600
Weather modeling (30km area over 2 days) 481.wrf C/F | 11.215
Physics, particle accelerator model 200.sixtrack | F77 1,100
Parabolic/elliptic partial differential equations 173.applu F77 2,100
Multi-grid solver in 3D potential field 172.mgrid F77 1,800
General relativity, solves Einstein evolution equations 436.cactusADM | C/F | 11,927
Computational electromagnetics (solves Maxwell equations in 3D) 459.CGemsFDTD F 10,583
Quantum chromodynamics 168.wupwise | F77 1,600
Quantum chromodynamics, gauge field generation with dynamical quarks 433 .milc C 9,180
Fluid dynamics, analysis of oscillatory instability 178.galgel Foo 2,900
Fluid dynamics, computes 3D transonic transient laminar viscous flow 410.bwaves F 13,592
Computational fluid dynamics for simulation of astrophysical phenomena 434 zeusmp F 9,096
Fluid dynamics, large eddy simulations with linear-eddy model in 3D 437 leslie3d F 9,358
Fluid dynamics, simulates incompressible fluids in 3D 470.Ibm C 13,718
Molecular dynamics (simulations based on newtonian equations of motion) 435.gromacs C/F 7,132
Biomolecular dynamics, simulates large system with 92,224 atoms 444.namd Cat 8,018
Computational chemistry 188.ammp C 2,200
Quantum chemistry package (object-oriented design) 465 tonto F 9,822
Quantum chemistry, wide range of self-consistent field calculations 416.gamess F 19,575
Computer vision, face recognition 187 .facerec FoO 1,900
Speech recognition system 482 sphinx3 C 19,528
3D graphics library 177.mesa C 1,400
Neural network simulation (adaptive resonance theory) 179.art C 2,600
Earthquake modeling (finite element simulation) 183.equake C 1,300
Crash modeling (finite element simulation) 191.fma3d F90 2,100
Number theory (testing for primes) 189.lucas Foo 2,000
Structural mechanics (finite elements for linear & nonlinear 3D structures) 454 calculix C/F 8,250
Finite element analysis (program library) 447 .dealll C++ | 11,486
Linear programming optimization (railroad planning, airlift models) 450.soplex CH++ 8,338
Image ray tracing (400x400 anti-aliased image with abstract objects) 453 povray Ct 5,346

hours | 8.0 | 28,700 hours 52| 186,164
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Rendimiento

> Evolucion de los SPEC

Year

1989

1992

1995

2000

2006

Iteration
SPEC CFPU

SPEC CPU92

SPEC CPUS5

SPEC CPU2000

SPEC CPU2006

Suites

10 S5PEC programs
RT: 18.66 hours
(scores not rounded)

& CINT92 programs

RT: .21 hours

14 CFP92 programs

RT: 41.27 hours

(scores rounded to 10s place)

8 CINTS5 programs

RT: 5.25 hours

10 CFP95 programs

RT: 11.00 hours

(scores rounded to 100s place)

12 CINT2000 programs
RT: 5.31 hours
14 CFP2000 programs

|RT. 7.97-hotrs —
(scores rounded to 100s place

12 CINT2006 programs
RT: 36.57 hours
17 CFP2006 programs

ﬁij_ﬂim.ws\
(scores not rounded)

Languages

C(4) & Fortran(5) &
C/Fortran(1)

Cis)

C(2) & Fortran{12)

c(8)

Fortran(10)

C(11) & C++(1)

C(4) & Fortran/7(6) &
Fortran90(4)

C(9) & C++(3)
C(3) & C++(4) &

Fortran(&) &
C/Fortran(4)

Measures

SPECmark
SPECthruput

SPECint92
SPECfp92
SPECint_rate92
SPECfp_rate92

SPECint95
SPECint_base95
SPECp95
SPECfp_base95
SPECint_rate95
SPECint_rate_base95
SPECfp_rate95
SPECfp_rate_base95

same set of 8 measures
defined for SPEC CPU95

same set of 8 measures
defined for SPEC CPUS5

Reference Machine

Vax 11/780

5 MHz

8K cache off-chip
memory N/A

same as SPECE9

SPARCstation 10/40

40 MHz SuperSPARC |
20K/16K I/D L1 on-chip
no L2 cache

128MB memory

Ultra 5 model 10

300 MHz UltraSPARC Il
16K/16K 1/D L1 on-chip
2MB L2 cache off-chip
256MB memory

Ultra Enterprise 2

296 MHz UltraSPARC Il
16K/16K 1/D L1 on-chip
2MB L2 cache off-chip
1GE memory

Ee——
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Rendimiento

Evolucion de los Spec

AIC —Tema l

Benchmark name by SPEC generation

SPEC2006 benchmark description SPEC2006 SPEC2000 SPEC95 SPEC92 SPEC89
GNU C compiler gce
Interpreted string processing - perl espresso
Combinatorial optimization mcf li
Block-sorting compression bzip2 compress eqgntott
Go game (Al) go vortex go sC
Video compression h264avc gzip iipeg
Games/path finding astar eon m88ksim
Search gene sequence hmmer twolf
Quantum computer simulation libquantum vortex
Discrete event simulation library omnetpp vpr
Chess game (Al) sjeng crafty
XML parsing xalancbmk parser
CFD/blast waves bwaves foppp
Numerical relativity cactusADM tomcatv
Finite element code calculix doduc
Differential equation solver framework dealll nasa7
Quantum chemistry gamess spice
EM solver (freg/time domain) GemsFDTD swim matrix300
Scalable molecular dynamics (~NAMD) gromacs apsi hydro2d
Lattice Boltzman method (fluid/air flow) Ibm magrid su2cor
Large eddie simulation/turbulent CFD LESIie3d wupwise applu waveb
Lattice quantum chromodynamics milc apply turb3d
Molecular dynamics namd galgel
Image ray tracing povray mesa
Spare linear algebra soplex art
Speech recognition sphinx3 equake
Quantum chemistry/object oriented tonto facerec
Weather research and forecasting wrf ammp
Magneto hydrodynamics (astrophysics) zeusmp lucas

fma3d

sixtrack

© 2007 Elsavier, Inc. All rights resarved.
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Rendimiento

d ¢Cdmo se calculan los resultados en SPEC?

o Supongamos que la "suite” SPECxx esta formada por n
programas patron

o Sea:

T ejecucion patron i en maquina de referencia .
r. = Vi=1,n

"' T ejecucion patron i en maquina evaluada

Entonces, se define

SPECxx = 1y X1, X ..XTy

o sea, la media geométrica (MG) de los n ratios.
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Rendimiento

0 ¢Qué ventaja aporta el uso de la MG?

o Ejemplo simplificado: Supongamos una suite con dos
programas patrény comparemos dos mdquinas A y B

Tiempos de ejecucion en cada computador y ratios

R1/A1 R1/B1

R2 A2 R2/A2 B2 R2/B2

Rendimient A—z - ° Rendimient B—2 ! -
= |[—X— = |[—X—
endimiento TX 713 endimiento 1% 53

o Neutralidad de la mdquina de referencia. La relacion de
rendimientos entre Ay B es independiente de la maquina
de referencia elegida. Efectivamente, operando:

Rendimiento A 2|B1 X B2 MG tiempos ejec en B
Rendimiento B~ |A1 x A2 MG tiempos ejec en A

Programas
patron
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Rendimiento

spec’

SPEC® CINT2006 Result

-2008 Standard Performance Evalustion Corporanon

spect

SPEC* CFP2006 Result

it 2006-2008 Standard Performance Evaluation Corporas

Hewlett-Packard Lompany

ProLiant DL380 G3
(3.5 GHz, Intel Xeon X5270)

SPECnt*2006 =
SPECint base2006 =

30.1
26.4

Hewlett-Packard Company

ProLiant DL380 G5
(3.5 GHz. Intel Xeon X5270)

SPEC{p®2006 =
SPECfp base2006 =

26.7
255

CPU2006 license: 3
Test sponsor:

Hewlett-Packard Company

Test date: Ang-2008
Hardware Availability: Sep-2008

CPU2006 license: 3
Test sponsor: Hewlett-Packard Company

Test date:

Ang-2008

Hardware Availability: Sep-2008

SPECint2006 = 30.1

Tested hy: Hewlett-Packard Company Software Availability: Nov-2008
0 100 B0 W0 A0 00 &0 WO G0 Wo W0 1o D0 0 M D 1w 1o 1
1 ol ' \g“ [ — [ [ [ [ — [ [ [ [ — [ | PR B ol
| 20 3
400.perlbench h
3
401.hzip:’:
i
03 gee———
169
| 206
429 mef | 1
I [ hes
254
445 gobmk |1
456 hmumer | B
198,
JFB.Ejeng’:‘
462.ibg ruml 5
| 111
464.h2641'ef| —
_ 42
471.omnetpp ':“
189,
-173.:15rar’:"
483 xalanchmk }74 284
SPECint_base2006 =26.4

CPU Name

CPU MHz:

FPU:

CPU(s) enabled:
CPU(s) orderable:
Primary Cache:
Secondary Cache:
L3 Cache:

Other Cache
Memory:

Disk Subsystem:
Other Hardware:

CPU Characteristics:

Hardware
Intel Xeon X3270
3.5 GHz, 6 ME L2 shared, 1333 MHz system bus

Operating System:

Software
SUSE Limux Enterprize Server 10 (x36_64) SF1,
Kemel 2.6.16.46-0.12-mmp

3300 Compiler: Inte] C++ Compiler 11.0 for Linux

Inteerated B}u:d 20080730 Package ID: |_cproc_b_11.0.042
4 co‘fes, 2 chips, 2 cores/chip _'—\_um P_ara{le.]: Yes

1.2 chips File System: extl )
PKBI-3?KBEDon chip per core System State: Run level 3 (multi-user)

6 MB I+D on chip per chip Base Poters: 32t

Nome Peal Pointers: 32/64-bit ]

None Other Software: MicroQuill SmartHeap Library 8.1

16 GB (8x2 GB PC2-5300F CL3)
1x146 GB 10 K SAS
None

Binutils 2.18.50.0.7.20080507

AlIC —Temal

Tested by: Hewlett-Packard Company Software Av. 11L1b1]1t\ Nov-2008
IC' B.FO 5.IUU 9.';4"3 Z:I.O ISI.U 1 1 —S C' <10 "4'4 )" 0 .’:OU 6:"3 [ C' a8 '.‘SI o ?EI.U a3 C:
410.bwaves I
! 363
| 266 ¢
416.gamess | ,
I 243
433.milc }—’i ?
434.zeusmp I 250
435.gromacs I ","':
! 231
BL7
436.cactusADM I " "
! 7.6
437 1eslie3d I %2
444.namd }—%"
1 34.7
447.dealll |
f 7o
16.0 -
450.soplex| ——————
144
N | 34.7
453.povray | M
! 289
- Ll 274
454.calculix | 1
! 265
459.GemsFDTD I =
~ | 268
465.tonto | N
! 219
-I?D.lhml =
| 33
481.wrf | i
! 238
311
482.sphinx3 | —
f 302
SPEC{p_base2006 = 25.5!
SPECip2006 = 26.7
Hardware Software
CPU Name: Intel eon X35270 Operating System:  SUSE Limux Enterprize Server 10 (x86_64) SP1,
CPU Characteristics: 3.5 GHz, 6 MB L2 shared, 1333 MHz system bus c ) Kemel 2.6.16.46-0.12-smp
MHz: 3 ompiler: Iute] C++ and Fortvan Conpiler 11.0 for Linux
%EI;E 1Hz Isul‘(t]agl ated P Build 20080730 Package ID: |_cproc_b_11.0.042,
CPU(s) enabled: 4 cores, 2 chi hi e b 110002
(3) enabled: cores, 2 chips, 2 cores/chip Auto Pagallel: Ves
CPU(s) orderable: 1lc h1p File Svstem- extl
Primary Cache: 32 KB [+ 32 KB D on chip per core e . . 11 .
S dary Cache: 5 MB 4D hi hi PP System State: Fun level 3 {multi-user)
Secondary Cache: on chip per chip Bace Pointers: 64-bit

Continued on next page

Continued sn next page
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Rendimiento

O SPEC de los dltimos procesadores ( SPEC2006)

Opteron 8360 2.5 Ghz

B Opteron 8393SE 3.1 Ghz
Opteron 4184 2,8 Ghz
Opteron 6220 36Ghz
Xeon5080 3.8 Ghz

.
" e
70 \
Core
60 N Nehalem

Bulldozer

=
\
N\

Pemtium4
NetBurst

AIC —Tema l

Specint2006

Specfp2006

F. Tirado / R. Hermida 2012-13

B Xeon X5270 3.56hz

B Xeon W5590 3.3Ghz

B Xeon X5687 3.6Ghz

B Xeon E5 2690 2.96hz

B Power6 4,7 Ghz

B Power 6+ 5Ghz
Power 7 3,86GHz

W Sparc64 VII 2.5Ghz
Sparcé4 VII 36hz
Ttanium 2 9050 1.60 Ghz

M Itanium 2 9040M 1.66 Ghz
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Rendimiento

1 SPEC rate (*) de sistemas de 32 chips ( SPEC2006)

8000 -
7000 -
6000 -

5000 -
O Xeon X5570 2.93Ghz 128 cores

4000 -
[J Power6é 56hz 64 cores
B Sparcé4 VII 2.886hz 128 cores 3000 -
Il Xeon E7-8870 2,46Hz 320 cores 2000 -

pu
1000 |
0 el |

Specint rate2006 Specfp rate2006

(*) Analiza el rendimiento de una mdquina en la ejecucion de mdltiples tareas a la vez. En la mdquina
evaluada se ponen en ejecucién simultdnea tantas copias del benchmark como cores existan
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Rendimiento

1 SPEC rate de los mayores sistemas ( SPEC2006)

O I'tanium 9040 1024 cores
512 chips

[1 Opteron 8384 2.76hz 768
cores 192 chips

B Sparc64 VII 2.88Ghz 256
cores 64 chips

E Xeon X5570 2.936hz 128
cores 32 chips

B Power6 5Ghz 64 cores 32
chips

AIC —Temal

12000 4
10000 1
8000 -
6000 -
4000 -
2000 -

—

o)

F. Tirado/R. H

IV

Specint Rt2006

ermida 2012-13

Specfp Rt2006
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Potencia y Energia

O La potencia debe permanecer constante en cada segmento
O Problema: El consumo se transforma en calor a disipar

Q TDP (Thermal Design Power). Determina la potencia del
sistema de refrigeracién y de la fuente de alimentacion. Esta
por debajo de la potencia "pico” (peak) y por encima de la
“media” (average)

O Autonomia

O Tamaho compacto

d Costoy consumo del
sistema de refrigeracion

10
1990 1995 2000 2005 2010 2015
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Potencia y Energia

d Reto; "sequir incrementando en rendimiento sin
incrementar el consumo”

A Tecnologia; Transistores mas pequeiios, rapidos y
de menor consumo. Pero ... mayor cantidad

d Arquitectura;

o Potencia = Energia por instruccién x Instrucciones por
segundo

o Reducir EPI

+

Power gating:
Suprimir alimentacion

AIC —Tema l F. Tirado / R. Hermida 2012-13
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Potencia y Energia

12

O Reducir EPT reduciendo E i 4mica ) =
E gindmica = 7 VDD2* Cyy ///

RedUCir VDD. : 05 | 0.6 | 0.7 | 0.8 | 0.8 | 1 |

Impacto lineal sobre frecuencia y performance.
Cuadratico sobre el consumo de energia

Reducir Cy,, :Microarquitectura

A Potencia dindmica = 3 VDD? * C, \* Frecuencia

Ojo! Reducir el "clock” reduce la potencia, pero no la
energia ( DVFS)

Reducir VDD: Impacto clbico sobre la potencia dindmica
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Potencia y Energia

dEvolucion del “clock”

Intel 80386 2W, Intel Core i7 3.3GHz, 130W.
Limite para refrigeracion con aire forzado.

10000
Intel Pentium4 Xeon  INtel Nehalem Xeon
3200 MHz in 2003 2330 MHz in 2010
Intel Pentium 111
1000 MHz in 2000 .-
D0 e e e o 23
Digital Alpha 211644 e
500 MHz in 1996 e
— 1%/year
Digital Alpha 21064 "f ye
150 MHz in 1992 Lai

T OSSO

MIPS M2000 )
25 MHz in 1989 -~

Clock rate (MHz)

40%: fyear

16.7 MHz in 1986

Drigital WAX-11/780
£ MHz in 1678

15%/year

1 I T T I I T T I I T T I T I I T
15978 1980 1982 1984 1986 1982 1990 1992 1894 1996 1998 2000 2002 2004 2006 2008 2010 2012
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Fabricacion de un CI

Silicon ingot

AIC —Tema l

Blank wafers

Slicer

Individual di

F. Tirado / R. Hermida 2012-13

— 20 to 30 processing steps

FEY S T TSR T T AR e
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Coste

d Coste : El fundamental, el coste del CT

coste de CI = Die coste + Testing coste + Packaging coste

Coste del Die=

Final test yield

coste del Wafer
Dies por Wafer * Die yield

Formula de Bose-Einstein

Die yield = Wafer yield x 1./(1 + Defects per unit area X Die ﬂl‘ﬁﬂ}N

Defects per unit area = 0.016-0.057 defects per square cm (2010)
N = process-complexity factor = 11.5-15.5 (40 nm, 2010)

7

El costo de CI (Die) =~ f(area del die)?

AIC —Tema l
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Coste

[ Algunos ejemplos reales

$100
El precio de los microprocesadores
depende del volumen. 10% de reduccidn
cuando se dobla el volumen de produccion
$50

Pentium 4, 90nm ¥
Core Du, 65nm E¥E
VIA C7, 90nm $20

Core 2 Duo, 65nm pBLE
Athlon 64 X2, 65nihY:¥

Core Duo, 45nm p¥is

Core 2 Quad, 65nm
Core 2 Quad, 45nm

Phenom, 65nm

0

* Processor core change from previous process generation,
** Not mainstream processors, but provided for comparison purposes.

Fuente Microprocessor Report
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Coste

3 Componentes del coste final ( Precio )

o Coste del CI
o Costo Directo: costes recurrentes: mano de obra, compras,

o Margen bruto: costes no recurrentes, I&D, marketing, ventas, equipamiento,
costes financieros, beneficio, impuestos

o Descuento

\4

Precio de lista

25%
Precio medio de venta —
Margen 19%
bruto °
CosteDirecto 10%
Coste del 46%
CI
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Coste

3 Evolucidon en
la vida comercial

Fuente Microprocessor Report

AlIC —Temal

Intel List Price (1,000-unit quantity)

$1,500 P ——
QX9775:
$1,200 .
QX6800 - — Core 2 Extreme  =eesm== Core 2 Duo
i — Core 2 Quad = = = Pentium HT
$1,100 —— Core Duo = = =« Pentium D
$1 000 ------ Core 2 mm s m Peptivm Dual Core ;
' ;:68{]{] ............................ ..E
$900
$800 :
$700
T7800 . e eemeeersenns
$600 i
17700 Qx2650
$500 GEZEL
:il-lzlléloo llll?l lllll :- -
$400
EG700/420
$300 Q6600
I.E.E;..B.ga................
$200 (pz-66x
PD-945
$100 E2160 7 E2220° ...
$0

Jul-07  Sep-07 Nov-07

F. Tirado / R. Hermida 2012-13
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Coste-Rendimiento

O Tres servidores DELL PowerEdge

System 1 System 2 System 3
Component Cost (% Cost) Cost (% Cost) Cost (% Cost)
Base server PowerEdgeR710 3653 (7%) PowerEdge R815 51437 (15%) PowerEdge R815 $1437 (11%)
Power supply STOW 1100 W 1100 W
Processor Xeon X567 $3738 (4U%)  Opteror. 6174 52679 (29%) Opteron 6174 $5358 (42%)
Clock rate 2.93 GHz 2.20 GHz 2.20 GHz
Total cores 12 24 48
Sockets 2 2 B
Cores/socket 6 12 12
DRAM 12 GB $484 (5%) 16GB $693 (7%) 32GB $1386 (11%)
Ethernet Inter. Dual 1-Gbit $199 (2%3 Dual 1-Gbit $199 (2%) Dual 1-Gbit §199 (2%)
Disk 50 GB SSD $1279(14%) 50 GB SSD $1279 (14%) S50GBSSD $1279 (10%)
Windows OS $2999 (32%) $2999 (33%) $2999 (24%)
Total $9352 (100%) $9286 (100%) $12,658 (100%)
Max ssj_ops 910,978 926,676 1,840,450
Max ssj_ops/$ 97 100 145
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Coste-Rendimiento
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Un principio simple

O Un principio bdsico: Hacer rdpidas las funciones frecuentes.
Gastar recursos donde se gasta el fiempo.

Q Ley de Amdahl: Permite caracterizar este principio

Permite la evaluacion del speedup que se obtendrad al aplicar una cierta
mejora, M, que permite ejecutar una parte del cédigo x veces mds rdpido.

TEj sin M Performance con M
Def: Speedup(E) = ------------- S e
TEj con M Performance sin M
I | ]
ty ts te t, to/x 1o

Si la mejora sdlo acelera la ejecuciéon de un
fraccion F de la tarea, el tiempo de ejecucion
del resto permanece sin modificacion. Por tanto
es muy importante el porcentaje de la tarea que
es acelerada.
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Un principio simple

d La Ley Amdahl —

TEjnuevo = TEjantiguo B (1 - I:raCCionmejora) + I:raCCionmejora

- X

TEjantiguo .
Speedup = =

(1 - Fraccion i) + Fracciongiora

X

Ejemplo 1.. El 10% del tiempo de ejecucion de mi programa es consumido por operaciones
en PF. Se mejora la implementacion de la operaciones PF reduciendo su tiempo a la mitad
1
TEjnuevo = TEjantiguo X (0.9 + 0.1/2) = 0.95 X TEjaniiguo Speedup = = 1.053
0.95

Mejora de sé6lo un 5.3%

Ejemplo 2. Para mejorar la velocidad de una aplicacion, se ejecuta el 90% del trabajo
sobre 100 procesadores en paralelo. El 10% restante no admite la ejecucion en paralelo.
1

TE) uevo = TEjantiguo x (0.1+ 0.9/100) =0.109 x TEjantiguo Speedup = = 90.17
0.109

El uso de 100 procesadores s6lo multiplica la velocidad por 9.17
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Un principio simple

O Concepto de eficiencia (E)

1
F
_ Speedup _ (1-F)+ 1 1
B X X x(l—F)+F x+ F(1—x)

El valor mdximo posible de E es 1 (para lo que se necesitaria que F=1)
O Ampliacion del Ejemplo 2:

I N T

5.26 0,526 (52.6%)
100 09 917 0,0917 (9.17%)
1000 09 991 0.00991 (0.99%)

Observaciones:

1. La fraccion no paralelizable de un cdlculo, (1-F), limita seriamente el Speedup,
incluso cuando esta fraccion es pequefia.

2. A partir de cierto punto, aumentar mucho el n°® de procesadores apenas mejora
el Speedup, por lo que se degradada mucho la Eficiencia.
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