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Abstract. The use of agents is spreading as a means to develop dif-
ferent kinds of software systems, among which we can find Intelligent
Virtual Environments for Training. The agent community has already
started to pay attention to software engineering issues to develop agent-
oriented systems, but they are mainly focused on methodologies and, to
some extent, design patterns. However, not much attention has been paid
to software architecture for the moment. We compare two agent-based
software architectures for Intelligent Virtual Environments for Training
that are intended to be easily extended and modified. The first one was
designed using an organizational approach recommended by some agent
oriented methodologies. The second one is a redesign of the first architec-
ture using more formal principles and methods of software architecture
design. A comparison between both architectures highlights the need to
use more formal approaches to design this kind of application, specially if
we expect to achieve interchangeability of components between different
applications.

1 Introduction

An Intelligent Tutoring System (ITS) is an application of computer science to
education that has a particular structure shown in Fig 1 [1, 2]. They are dif-
ferent from other educational software in that they are “intelligent”, since it is
possible to adapt teaching to the abilities and characteristics of every student.
In addition, their structure was thought to make it possible to easily change
the teaching domain (expert module) the tutoring strategy (tutoring module)
or the way students are modeled in the system (student module). However, the
biggest success of ITSs is the fact that a great deal of researchers in educational
software use the structure shown in Fig. 1, with research groups specializing in
the development of each of the different modules.

A special kind of application of computer science to education are Educa-
tional Virtual Environments which are software systems that make use of three
dimensional Virtual Environments (VEs) for education and training. Their de-
velopment has a quite short history, dating from the mid-nineties, and in some



Fig. 1. Architecture of an ITS

cases they have evolved from the necessity to integrate a VE with an ITS. The
use of VEs in fields such as military or industrial training has proven to be a very
promising application area, so part of the education community are making use
of VEs to develop Intelligent Virtual Environments for Training (IVET), which
are the conjunction of an ITS and a VE for training.

The youth of the field, together with the complexity and variety of the tech-
nologies involved, have led to a situation in which neither the architectures nor
the development processes have been standardized yet. Therefore, almost every
new system is developed from scratch, in an ad-hoc way, with very specific so-
lutions and monolithic architectures (even if the allegedly make use of the ITS
structure), and in many cases forgetting the principles and techniques of the
Software Engineering discipline [3].

The MAEVIF project (Model for the Application of Intelligent Virtual En-
vironments to Education) was the result of several experiences integrating VEs
and intelligent tutors [4, 5] that served to point out the problems that commonly
arise in such integrations. The objective of the MAEVIF project was to define
a model for the application of intelligent virtual environments to education and
training, which involved: the definition of a generic model for intelligent learning
environments based on the use of virtual worlds; the definition of an open and
flexible agent-based software architecture to support the generic model of an
Intelligent Virtual Environment for Training (IVET); the design and implemen-
tation of a prototype authoring tool that simplifies the development of IVETs,
based on the defined architecture; and the definition of a set of methodological
recommendations for the development of IVETs.

In this paper we present two different approaches to the design of a software
architecture for IVETs. The first one is the result of applying a specific Agent
Oriented Software Engineering (AOSE) methodology, while the second is the



result of applying more specific, architecture centric techniques. Our aim is to
use our system as a case study for the application of general software engineer-
ing techniques to the development of agent-oriented software, since we believe
the agent community is not making enough use of the knowledge produced by
the software engineering community in general, and the software architecture
community in particular.

In the remainder of the paper we briefly describe the first version of the
architecture and the results of evaluating it(section 2). Then, we describe how
the agent-based software architecture has been designed using software architec-
ture principles (section 3) and how it is being evaluated (section 4). After that,
we present some related work where agents have been used to develop IVETs
(section 5). Finally, we present some conclusions and ongoing work (section 6).

2 An Agent-Based Architecture for IVETs

There are two main reasons why we have chosen agents to develop this system
instead of a more traditional approach, either object or component oriented. The
first reason, as described in [6] is the fact that, given the increasing complexity
that the development of IVETs involves, agents represent a powerful tool to use
abstraction as a way to face complexity. In addition, the fact that many agent
platforms are developed on top of object oriented languages makes it possible
to take advantage of all the possibilities provided by these languages (i.e. JADE
and Java).

The second reason is that, although a widely accepted definition of agent does
not currently exist, many authors agree on a set of features that agents must
have, among which we can find both proactivity and situatedness. Given the fact
that IVETs are a highly interactive kind of application, proactivity is a feature
that is very well suited for their development, since it facilitates the design of
tutors that interact with the students in a human-like way. In addition, training
inside an IVET makes it necessary for the tutor to be aware of the structure
and state of the environment where that training is taking place. Therefore,
situatedness is a feature that makes it possible to manage that information in a
more natural way.

This does not mean that the mere use of agents is the solution for all prob-
lems, but properly used they are likely to ease the design and implementation
of a suitable solution.

2.1 A Hierarchical Approach

Taking the structure described in the previous section as a starting point, the
next step was to decide which software agents were necessary to transform it into
an agent-oriented architecture, which has been designed using the GAIA method-
ology [6]. In this methodology, the authors suggest the use of the organizational
metaphor to design the software architecture, which requires the analysis of the
real world organization in order to emulate its structure. This approach does



Fig. 2. Decomposition view of the agent-based architecture

not always work (depending on particular organization conditions), but in this
case, considering the architecture of an ITS as the organization to reproduce, it
is possible to imitate its structure to develop the system architecture.

There is an additional reason to use an ITS structure as a starting point:
the ITS architecture shown in Fig. 1 is widely used by the educational software
community. Therefore, if we aim at being able to exchange elements between
different applications, making use of a widely used, well known structure is likely
to facilitate this task.

The ITS architecture was transformed, from a modular point of view, into an
agent-based architecture. It has five agents corresponding to the four modules
of the ITS architecture plus an agent that represents the Virtual World: Com-
munication Agent, Student Modeling Agent, Expert Agent, Tutoring Agent and
World Agent.

Analyzing the responsibilities of these agents, some additional roles can be
identified that point to the creation of new, subordinate agents that can carry
them out, subsequently giving rise to a hierarchical multi-agent architecture.
Each subordinate agent is in charge of managing some process and the infor-



mation related to it, while each supervisor agent is in charge of coordinating
its subordinate agents and communicating them with other subordinate agents
through their respective supervisor. A decomposition view of this architecture
can be seen in Fig. 2.

For more details about this architecture, we suggest reading [7] or a more
detailed description in [8].

2.2 Discussion

All along the design and development of the architecture, one of the aspects
that has had a bigger impact on it has been the planning process, since, due to
the fact that it is a collaborative task, a change in the planning method or in
the way that knowledge is represented may imply changes in all the agents that
take part in it. At the beginning, a simple STRIPS planner [9] was implemented.
However, trying to substitute it with one based on SHOP2 (Simple Hierarchical
Ordered Planner 2) [10] showed that it was far more complicated and required
more changes than expected.

Another aspect we tested was how easy it was to add new functionality to the
IVET. To do this, we added an embodied tutor whose goal was to observe what
happened in the VE and follow the student to supervise him. It was necessary
to add two new agents and, although it was quite easy to make these changes, it
soon became clear that any non-trivial change was likely to affect at least one of
the supervisor agents (the one that supervises the modified agent) if not more.
In addition, all the agents knew of the existence and identity of the agents they
had to communicate with, so they were easily affected by changes.

There were some other factors that made us think that a redesign of the
architecture was necessary, both at design and implementation levels. One of
them was the poor performance the system offered when several students were
taking part in a training session. Several tests pointed out that the agent platform
presented a fairly good performance, and so did the VE. The problem arose when
running both of them at the same time in different machines, which made us
think of poor communication performance.

In addition, we were having problems when trying to add new functionality,
since it was not clear whether some responsibilities were to be assigned to the
expert agent or to the world agent, both of which started to be too coupled
for the system to be modifiable. This is a problem that usually arises when
establishing classifications and hierarchies: if the criteria used for classification
changes or some elements dont fully fall under one of the categories, then the
decomposition degrades quite quickly. This was the case with our architecture.

Finally, there were other facts that pointed out the unsuitability of the ar-
chitecture. Among them, some are described in [11] as an indication of a poor
design, such as the proliferation of agents to carry out small tasks, the difficulty
to assign responsibilities to an agent or the existence of agents that carry out
actions for which an agent is not needed. These problems were caused, at least
partially, by the lack of an architectural design method in a not very mature
field like IVETs.



3 Architectural Redesign

The main theoretical support to redesign the architecture has been the body of
work on software architecture developed at the Software Engineering Institute
(SEI) [12–14], such as Attribute Driven Design (ADD), Architecture Tradeoff
Analysis Method (ATAM) and Views and Beyond (V&B). The purpose of the
first two methods is to design and evaluate a software architecture driven by
the quality attributes desired for it, instead of only the functionality. A set of
scenarios is used to help identify the quality attributes that are relevant for the
architecture, based on the stakeholders interests, and to evaluate the architecture
in order to identify potential risks.

The other important support has been provided by the use of information
hiding [15], which establishes that a division in submodules must be such that
each submodule encapsulates a design decision that must remain hidden from the
rest, and communication among submodules is carried out using an interface with
a definition as abstract as possible. The design decisions that are encapsulated
in each module are related to the changes that are perceived to be likely over
the system’s life. The way to proceed, then, is to use abstraction as a means to
face complexity and facilitate changes.

Although we planned to use ADD as the architectural design method, we
discarded it after a few design sessions because of two reasons. The first reason
is the fact that ADD is based on a hierarchical system decomposition, and one
that does not allow elements to have more than one father. After the experience
gained with the previous architecture, we did not think a hierarchical structure
was what we wanted to obtain. In addition, some of the problems we had with
the first architecture was the fact that some agents were not clearly under the
supervision of one of the five supervisor agents. The second reason has to do
with the complexity of decomposing a module in more than four or five elements,
which was likely to be the case (in the current design, the ITS consists of nine
different kinds of agents).

We soon found two more grounded reasons to discard ADD as a design
method. The first one is Parnas argument expressed in [16], where he clearly
states that, although maybe desirable, information hiding and hierarchical struc-
ture do not always go together. On the contrary, we consider information hiding
to be a design criterion, and not just a decomposition one. The other reason
can be found in [17], where the author analyzes Simon’s “Architecture of Com-
plexity” and identifies the historical reasons that made hierarchical structure a
predominant design mechanism.

Agent systems are intrinsically peer-to-peer (after all, they were born in the
distributed artificial intelligence field), where each agent is a peer that makes use
of services offered by other agents to carry out the responsibilities assigned to it.
Therefore, this is the approach we have followed to design the new architecture.
Like ADD suggests, we have started by selecting the architectural drivers for our
application. However, instead of following a decomposition approach, we have
worked using an iterative an incremental approach. A sketch of the architecture
was always present in a whiteboard in the architectural design sessions. Every



time a feature had to be added, or a change had to be made, it was tested against
the architectural drivers until a way was found to satisfy them. In that moment,
the change was added to the architectural design.

This is probably one of the issues ADD still has to address, since it is not
always possible to face a new design or modification as a hierarchical decompo-
sition.

3.1 Quality Attributes

The design started with the definition of a set of quality scenarios to establish
what kind of changes were to be considered by the design. In general, this changes
have to do with the ability to substitute an agent with a different one that
provides a similar functionality, or to move some responsibility from one agent
to another. This is required because one of the objectives of the system is to be
used as a test-bed for teams developing just some of the elements of the ITS
(e.g. the student modelling or the tutoring strategy).

Another kind of change is the possibility to turn off some functionality, such
as supervision, so that the student can use the system in an exploratory way
without the tutor interrupting him (although the system would continue regis-
tering his actions), or even disabling tutoring completely.

The system is also required to be easily extended, so that new agents that
provide new functionality can be added without having to make changes in
the existing ones (at least, in the ones that don’t make direct use of the new
functionality).

Taking into account that training is carried out in a VE, all these modifiability
requirements cannot be an obstacle for the main objective of the system, which
is to provide students with a training environment as similar as possible to
the real one. For that, it is of utmost importance to keep performance close to
real time. If not, the training experience may be somehow frustrating for the
student, which may cause the training experience to be less efficient than other,
more traditional, methods.

There is a usability attribute, adaptation to the user, that has not been
considered explicitly because it is already included in the objectives of an ITS.
The student modelling is used to personalize the training process to the student’s
abilities and needs, so it has not been necessary to consider it as an additional
quality attribute to take into account.

3.2 Design Decisions

With the described modifiability objectives in mind, the approach we followed
was to keep the agents as anonymous as possible, so that no agent directly
knows what other agents are carrying out the actions they need to successfully
complete their responsibilities. To achieve this, during system startup, the agents
announce in the system’s yellow pages the services they are capable to provide
to other agents. Thus, an agent does not know how many or what kind of agents



there are in the system; they just know that there is an agent that can provide a
certain service they need. This way, it is easier to change the agent that provides
a service, as long as the service is provided in the same terms the original one was.
This requirement is similar to Liskov’s substitution principle in object oriented
design [18].

Once the agent finds the service it is looking for, it can act in two different
ways. If the service involves frequent updates, the agent subscribes to an update
list, so that every time an update arrives, it is immediately informed about it.
If, on the contrary, the agent only needs to request the service at specific times,
it annotates which agent it has to request the service to. In both cases, the
decision is made at runtime, so changes in the design are easier to carry out.
We considered the possibility of giving the chance to change the service provider
any time during runtime, but we discarded it because it is not likely to happen
in a system of this kind.

The agents communicate with each other exchanging FIPA ACL messages.
Since it is a quite extended formalism, the difficulties may come from the com-
munication protocol. We have designed a fairly simple communication protocol
for a given agent to request a service from another agent. Agent A sends a re-
quest to agent B, who acknowledges the reception of the request. Then agent B
carries out the required actions and sends agent A the result of the execution
of the service (or a message with the reasons why it could not be carried out).
Agent A acknowledges the reception of the result and the communication stops
until another service request is required.

A similar mechanism has been used to communicate the agent platform with
the VE, but with an even simpler communication mechanism. A communication
centre has been designed where both the agent platform and the VE send their
messages for other applications to receive them. Each application subscribes to
the messages it is interested in receiving, so that, for example, different VEs or
different versions of a VE only receive the messages they know how to handle.
We have used this possibility all along the development of the agent platform, so
we could send the messages we wanted to test from a console instead of having
to run the VE and carry out a specific procedure before the message we were
interested in could be sent.

We have also made use of configuration files to set up the training session.
Thus, the description of the procedures to be trained, the composition of the
scenarios, the objectives of the activity, its participants or the parametrization
of the tutoring strategy are all read from several configuration files, which allows
changes in the way the system behaves without further changes in the design.

3.3 Resulting Architecture

The resulting architecture is the one shown in Fig. 3. The picture shows the
structure of the architecture as it is currently designed, where all the agents are
represented along with the communication channels (the yellow pages are not
represented, since all the agents communicate with them).



Fig. 3. Peer-to-peer view of the new architecture. Ellipses represent agents and arrows
show communication channels

During runtime, there is only one agent of each kind, except for the agents
that are directly related with students: the Student Modelling Agent and the
Communication Agent. This is so because, having several students, the system
can handle the communication with them in parallel. In addition, if the agent
platform needs to be distributed in different machines, the distribution can be
made in terms of the number of students.

The main differences with the former architecture are:

– There is no hierarchical structure. Since the existence of the supervisor agents
was due to modifiability reasons, and it was only achieved in a low degree,
it has been considered preferable to use a peer-to-peer style.

– It uses a publish-subscribe style to offer a service oriented behaviour. Agents
advertise their services in the yellow pages and other agents can subscribe
to the services they are interested in. Although we were not aiming at ob-
taining a Service Oriented Architecture, this is one of the mechanisms that
introduces a higher degree of modifiability in the system.

– Task planning is not a collaborative task any more. The planning agent acts
as a wrapper [19] for the planner, hiding details of its functioning to the rest
of the system and enabling the change of the planing algorithm with a lower
impact than collaborative planning had.

– Extended support for a simulator. Some systems such as the one described in
[20] simulate environmental events that may be caused by external factors,
such as changes in the state of a patient. In the cited system, events are



directly simulated in the VE, but it may also be desirable to use an external
simulator in cases where it has already been implemented or when it has a
complex behaviour. The simulation agent can now simulate simple systems,
but it can also receive information from a simulation running together with
the VE or act as a wrapper of an external simulation.

– The tutoring strategy can be adjusted by changing some parameters that are
read from a configuration file during the initialization of the system. These
parameters are expected to change dynamically with the new design of the
student modelling agent.

– The world agent is responsible for maintaining an ontology that stores the
state of the VE. A simple reasoning engine has been added so that the world
agent is able to provide richer answers to the student.

– A message centre is now used to communicate the different subsystems that
form the training system. Each subsystem registers in the message centre
and requests the kind of information it is interested in. Currently, in addition
to the VEs and the ITS, a command line console can also connect to the
message centre with debug purposes.

4 Evaluation

In addition to the more formal design and documentation of the software ar-
chitecture, we are currently evaluating the suitability of the architecture to our
needs both at architectural and runtime levels.

At the architectural level, the evaluation requires the use of quality scenarios
provided by the stakeholders to identify relevant quality attributes We are trying
to gather a thorough collection of scenarios that gives us a better understanding
of the implications of the design decisions we have made. In order to do it, we
have run an ATAM session and we are planing to run another one in the context
of a 3-year research project, ENVIRA, that has already started in conjunction
with two other research groups that will be using the multiagent system to
develop their own training systems.

In the first session, the participants were the members of the development
team, and we only made use of some steps of Phase 0 and of Phase 2 of ATAM,
as described in [14], since all of them were familiar with the architecture. The
main objectives of this session were to identify and evaluate use case scenarios
and growth scenarios.

Given the composition of the group that took part in the evaluation, no
significant results were obtained in terms of use case scenarios, although we
have been able to check that the design decisions we made while designing the
architecture were still valid. As for the growth scenarios, we were able to identify
sensitivity points that we will have to cope with in the ENVIRA project. These
sensitivity points have to do with the addition of a new student modelling scheme
and a cognitive architecture for virtual characters managed by agents.

We have already scheduled a second ATAM session where the members of
the other two research teams will also take part. In this session, we expect to get



more results about growth scenarios related to their assignments in the project
and a few exploratory scenarios provided by the members of the three groups
that are taking part in the ENVIRA project.

There is not a complete report on the results of the evaluation of the archi-
tecture yet, but we intend to have it as soon as the second ATAM workshop is
finished.

To test the system at runtime level, we are developing it in an iterative way.
Each agent is being developed apart from the rest of the system, and the agents
they need to communicate with have been substituted by ’dummy’ agents. At
the end of each iteration, the dummy agents are removed and substituted by the
agents that are under development. This way, the development keeps focused
on three aspects: adherence to the designed communication protocols; change
of one agent by a different one, even if it is as simple as the dummy agents
are; turning some functionalities on and off, with the aid of the dummy agents
(although another mechanism is to be designed so that the dummy agents are
not necessary to turn off functionalities).

There is already a functional application that offers much of the functionality
that the previous version provided. For the moment, the student modelling is
quite simple, as well as the simulation agent. In contrast, the tutoring agent is
capable of supervising the student, providing different levels of hints and answers
to the student’s questions. The planning agent is already capable of planning a
procedure and replanning alternatives in response to the student’s actions, and
the world an expert agents provide support to the tutoring agent, so that it can
provide better assistance to the student according to the state of the environment
and the characteristics of the procedure the student is training. Both the agent
platform and the VE show an adequate performance when running at the same
time in the same or different machines, either with one or two students. Further
testing is needed to add more students, but with the current results we expect
the system to behave better than the previous version.

5 Related Work

There are several projects aiming at the use of VR for education and training
supported by intelligent agents. The first ones were developed over a decade ago,
and the most representative among them are Steve [21], Adele [22], Cosmo [23],
Herman the Bug [24] and Vincent [25]. What all of them have in common is
the fact that the primary objective in all of them was to develop an embodied
pedagogical agent to support education and training. Each of them tried to solve
some of the problems that this emerging discipline posed.

None of these systems are structured as multiagent systems, but as a single
agent that inhabits a particular virtual world, and each of them exhibits its own
internal architecture. Even so, they have been the key to identify some of the
issues that researches are still trying to solve in a satisfactory way.

There are some examples of multiagent systems that support education and
training without using VEs. That is the case of FILIP, a multiagent system for



training based on simulations [26] to provide training for air controllers. The
system is composed by seven agents that cover the modules of an ITS: one for
the student, one for the expert, three for the tutor (skill development, curriculum
and instructor agents) and two other agents related to the communication with
the learning environment and the user.

Baghera is another example of multiagent system used to teach geometry [27].
The aim of this system is to study emergent behaviours in multiagent systems.
What makes this system more interesting is the fact that agents are organized
in two levels, and the number of agents is not fix, but varies according to the
number of students connected to the system. Each student is assisted by three
agents: the personal interface agent, which monitors the student’s actions, the
tutor agent and the mediator agent. In addition, the tutor is assisted by two
agents: the personal interface agent and the assistant agent. All these agents are
supported by second level agents of four different kinds, which are in charge of
evaluating the student’s actions. This is made through a voting mechanism that
causes the emerging behaviours that are the subject of study.

The systems that are closer to the one described in this paper are those that
are based on multi-agent systems and make use of VEs to support training. A
good example is MASCARET (Multi-Agent Systems to simulate Collaborative,
Adaptive and Realistic Environments for Training) [28], an agent-based IVET
that has been used to train firemen in operation management. In this system,
agents are divided in organizations, each of which controls different aspects of the
organization: physical, social, pedagogical, mediation, and human interaction.
The agents that integrate the pedagogical organization cover the four modules
of an ITS, plus a fifth module that is in charge of controlling the mistakes an
student may make. The expert agent communicates with the social and physical
organizations to be able to know what to to and what objects and agents are
involved in an action.

Lahystotrain is an IVET developed to train surgeons in laparoscopy and
hysteroscopy interventions [20]. This systems contains five agents which help
the student in the training process. One of them is the tutor, which supervises
the student and registers his actions. An assistant agent provides explanations
and interrupts him when he makes a mistake. These agents have an ad-hoc
architecture tailored to suit their responsibilities. The other three agents take
the role of an auxiliary surgeon, a nurse and an anaesthetist that play their role
within the team. Their architecture is the same for all three, and it is a kind of
BDI architecture with a perception module, a reasoning engine and an action
control module. The student must learn what the role of these three agents is
and how to coordinate them.

What most of these systems have in common is the fact that they have been
developed to solve a specific problem, but only a few of them have been designed
to be reusable, at least to some extent [21, 4, 29], and apparently none of them
have taken advantage of the existing knowledge on software architecture. This is
an aspect that was already put forward in [30], where three main problems are
mentioned: the fact that most research groups develop only part of the systems,



which does not give them a view about the whole design; systems are tailored
to solve specific problems; and designs are not evolutive. They claim that an
ITS can be developed as a set of independent agents that exchange messages
in a predefined language, and they use the concept of federated architecture
[31] to articulate their system GIA. To some extent, the architecture described
in this paper follows those guidelines, although the federated architecture has
been substituted by a service oriented approach and a more formal software
engineering support has been used.

There are few examples of multiagent systems that have been evaluated us-
ing ATAM. Among these systems, we can highlight the work presented in [32],
where the authors report a successful utilization of an ATAM workshop to evalu-
ate an agent-based software architecture for an industrial transportation system.
Although they do not explain the method that was used to design the architec-
ture, they suggest they took quality attributes into account when designing it.

Another work reporting the use of ATAM is the one described in [33], which is
the first reference we have found about the use of ATAM to evaluate a multiagent
system. In this work, the authors put forward what they think to be relevant
attributes in agent-based systems: performance predictability, security against
data corruption and spoofing, resilience to modifiability of the environment and
availability and fault tolerance. Although not all of them are applicable to the
system presented in this paper, this work constitutes an important approach from
agent-oriented software development to more traditional software construction.

6 Conclusions and Ongoing Work

It is getting common for Virtual Environments for Training to be designed as
Multi-Agent Systems, since agents provide a higher level of abstraction than
objects and this helps to face the increasing complexity that involves the devel-
opment of these systems.

Many authors claim, without further proof, that their systems are flexible
because they are using agents to build them, and to some extent we may have
made the same mistake in our first version of the architecture. Although it had
been designed with modifiability in mind, it soon became clear that successive
modifications were making the architecture degrade quite quickly. That expe-
rience is one more example to show that the mere use of agents (or any other
technology) does not guarantee that the application developed using them will
have certain properties. On the contrary, the result may be even worse if the
design decisions have not been made with care.

In the second version of the architecture, we have tried to take advantage
of the growing experience in the field of software architecture, even if it is not
specifically agent oriented (something that is not considered to be necessary at
the architectural level [12]). As with the previous version of the architecture,
only time and changes will prove whether we made the right design decisions or
not, but the fact that this time the architecture was more carefully crafted and
the current results make us think so.



However, we have not been able to use ADD for the architectural design,
given the fact that a hierarchical decomposition does not seem to suit our needs.
A review of the new version of ADD [34] shows it is based on the same design
strategy, so we still need a different design approach that is not based on hierar-
chical structure and decomposition. Even so, designing with quality attributes
as architectural drivers as ADD promotes has resulted in a design that, up to
now, has proven to be more modifiable than the previous design was.

As for the use of ATAM, it is a valuable tool from which we still expect to
obtain useful results as soon as the second workshop is carried out

We are already making changes to the system to test to what extent it can
be modified, and they are being evaluated both on the architectural design and
on the implemented system. In addition to the modification of the student mod-
elling agent, there are two main changes that will prove the suitability of the
architecture. The first one is the inclusion of a model of human-like perception
[35] to use the student’s attention as part of the student’s model and as an
additional source of information for tutoring decisions. The second one is the
inclusion of a cognitive architecture that allows us to make use of virtual tutors
and teammates with complex, emotional behaviours [36].
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