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Training is a promising application area of three dimensional virtual environments. These environments allow the students 
to navigate through and interact with a virtual representation of a real environment in which they have to learn to carry out 
a certain task. They are especially useful in situations where the real environment is not available for training, or it is very 
costly or risky. A good example is training of nuclear power plant operators. A multi-user virtual environment also allows 
for the training of teams. An Intelligent Virtual Environment for Training (IVET) results from the combination of a Virtual 
Environment and an Intelligent Tutoring System (ITS). IVETs are able to supervise the actions of the students and provide 
tutoring feedback. The Intelligent Tutoring component of an IVET usually adopts a virtual representation (a Pedagogical 
Virtual Agent) that inhabits the environment together with the virtual representations of the students (avatars). In this paper 
we propose an architecture for the development of this kind of systems, which is based on a collection of cooperative 
software agents. The first level of the architecture is an extension of the classical ITS architecture that adds to the expert, 
student, tutoring and communication modules a new module which is called World Module. Several software agents 
compose each module. These software agents communicate among them directly via FIPA messages and indirectly via a 
common data structure which is used for the collaborative development of plans. The students can choose among several 
interface devices for the interaction with the environment, ranging from the simple monitor + mouse + keyboard 
combination to the most complex and immersive combination: head mounted display + motion tracking + data glove + 
voice recognition. Communication agents are responsible for the management of the different interaction devices and 
combinations. Underlying the virtual environment, some Expert Simulation Agents are in charge of simulating the 
behaviour of the system that is represented through the VE (for example the behaviour of the nuclear power plant). The 
effects of the actions in the VE over the simulation are controlled by the Interaction Agent. Student Modelling Agents 
register the actions performed by the students, and Tutoring Agents compare those actions with the possibly correct 
procedures for a given task. These are some of the agents that cooperate in the proposed architecture. The development of a 
new IVTE based on this architecture will consist on the adaptation and particularization of the constituent agents. 

1 Introduction 

The development of three dimensional Virtual Environments (VEs) has a quite short history, dating from 
the beginning of the 90s. The youth of the field, together with the complexity and variety of the 
technologies involved, have led to a situation in which neither the architectures nor the development 
processes have been standardized yet. Therefore, almost every new system is developed from scratch, in an 
ad-hoc way, with very particular solutions and monolithic architectures, and in many cases forgetting the 
principles and techniques of the Software Engineering discipline [6]. Some of the proposed architectures 
deal only partially with the problem, since they are centered on a specific aspect like the visualization of 
the VE [1,4] or the interaction devices and hardware [3]. 

As a result, current VEs lack many of the desirable quality attributes of any software system, such as 
flexibility, reusability, maintainability or interoperability. 

The size and complexity of VEs will continue to increase in the future, making this situation even 
worse. Many researchers and developers of VEs are starting to recognize the need of a Software 
Engineering approach to the development of VEs [2,5]. 

In particular, there is a need to define “standard” architectures in order to facilitate the development of 
individual components by different teams or organizations which may have different skills and knowledge. 
The development of a new VE will then consist of the selection and adaptation of existing components, and 
their assembly and integration. In this way, components will be reusable, the system will be flexible to be 
extended with new components, and the interfaces among components will be clearly defined to facilitate 
interoperability of possible very heterogeneous components. 

Unfortunately, we are still very far from this ideal state. Given the broad variety and diversity of VEs 
and their applications, and taking into account that they may require different architectures, we have 



 

decided to restrict the scope of our research to a certain type of VEs, namely Virtual Environments for 
Training (VETs). 

The goal of this kind of VEs is to train one or more students in the execution of a certain task. They 
are especially useful in those situations in which training in the real environment is either impossible or 
undesirable because it is costly or dangerous. Lets consider as an example training the operators of a 
nuclear power plant in the execution of maintenance interventions. In the real environment the trainees 
would be subject to radiation, which is of course unacceptable for their health, and additionally it would be 
impossible to reproduce some maintenance interventions without interfering with the normal operation of 
the plant. 

In VETs, the supervision of the learning process can be performed by human tutors or it can be 
performed by intelligent software tutors, also known as pedagogical agents (in this case we will call it an 
IVET). Those pedagogical agents, in turn, can be embodied and inhabit the virtual environment together 
with the students or they can be just a piece of software that interacts with the student via voice, text or a 
graphical user interface. Some pedagogical agents have been developed to date, in some cases with quite 
advanced tutoring capabilities. One of the best known is STEVE, developed in the Center for Advanced 
Research in Technology for Education (CARTE) of the Intelligent Systems Division of the University of 
Southern California (USC) [7,8]. 

2 Extension to the architecture of Intelligent Tutoring Systems 

Our approach to the definition of an architecture for VETs is based on the agent paradigm. The rationale 
behind this choice is our belief that the design of highly interactive VETs populated by intelligent and 
autonomous or semi-autonomous entities, in addition to one or more avatars controlled by users, requires 
higher level software abstractions. Objects and components (CORBA or COM-like components) are 
passive software entities which are not able to exhibit the kind of pro-activity and reactivity that is required 
in highly interactive environments. Agents, moreover, are less dependent on other components than 
objects. An agent that provides a given service can be replaced by any other agent providing the same 
service, or they can even co-exist, without having to recompile or even to reinitiate the system. New agents 
can be added dynamically providing new functionalities. Extensibility is one of the most powerful features 
of agent-based systems. The way in which agents are designed make them also easier to be reused than 
objects. 

Starting from the idea that a VET can be seen as an ITS (an IVET, Intelligent Virtual Environment for 
Training), and the pedagogical agent in an IVET can be seen as an embodiment of the tutoring module of 
an ITS, our first approach towards defining an standard architecture for IVETs was to define an agent for 
each of the four modules of the generic architecture of an ITS (see figure 1). 
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Student 
 

Figure 1. Architecture of an ITS 

The ITS architecture, however, does not fit well with the requirements of IVETs in several aspects: 



 

• IVETs are usually populated by more than one student, and they are frequently used for the training of 
teams. An ITS is intended to adapt the teaching and learning process to the needs of every individual 
student, but they interact with the system one at a time. However, in a multi-student IVET the systems 
would have to adapt both to the characteristics of each individual student and to the characteristics of 
the team. 

• The student module should model the knowledge of each individual student but also the collective 
knowledge of the team. 

• The student is not really out of the limits of the ITS, but immersed in it. The student interacts with the 
IVET by manipulating an avatar within the IVET, possibly using very complex virtual reality devices 
such as HMD (head mounted displays), data gloves or motion tracking systems. Furthermore, each 
student has a different view of the VE depending on their location within it. 

• The communication module in an ITS is usually realized by means of a GUI or a natural language 
interface that allows the student to communicate with the system. It would be quite intuitive to 
consider that the 3D graphical model is the communication module of a IVET. However there is a 
fundamental difference among them. In an IVET some of the learning goals may be directly related to 
the manipulation and interaction with the 3D environment, while the communication module of a 
classical ITS is just a means, not an end. For instance, a nuclear power plant operator in an IVET may 
have to learn that in order to open a valve he has to walk to the control panel, which is located on the 
control room, and press a certain button. Therefore, the ITS needs to have explicit knowledge about 
the 3D VE, its state, and the possibilities of interaction with it. 

As a first step we decided to modify and extend the ITS architecture by considering some additional 
modules. First of all, we split the communication module into a set of different views for all the students, 
plus a particular communication thread for each student and a centralized communication module to 
integrate the different communication threads. Then we added a World Module, which contains 
geometrical and semantical information about the 3D graphical representation of the VE and its inhabitants, 
as well as information about the interaction possibilities. The tutoring module is unique to be able to make 
decisions that affect all the students as well as tutoring decisions specific for a certain student. The expert 
module will contain all the necessary data and inference rules to maintain a simulation of the behavior of 
the system that is represented through the VE (for example the behavior of a nuclear power plant). The 
student module, finally, will contain an individual model for each student as well as a model of the team. 

3 An Agent-Based Architecture for IVETs 

Taking the extended architecture of the previous section as a reference, the next step was to decide which 
software agents would be necessary to transform this component-oriented architecture into an agent-
oriented architecture. In an agent-oriented architecture, each agent is capable of performing a certain set of 
tasks, and is capable of communicating with other agents to co-operate with them in the execution of those 
tasks. 

Our agent-based architecture has five principal agents corresponding to the five key modules of the 
extended ITS architecture: 

• A Communication Agent 
• A Student Modeling Agent 
• A World Agent 
• An Expert Agent 
• A Tutoring Agent 

Each of these principal agents may relate to, communicate with and delegate some tasks to other 
subordinate agents, giving rise to multi-level agent architecture. 

In this way, the Communication Agent will delegate on a set of Individual Communication Agents 
dedicated to each student. There is also a set of Device Agents to manage the different devices that can be 
used to interact with the environment and make the system independent of any specific combination of 



 

interaction devices. There is also a Connection Manager Agent which is responsible of coordinating the 
connections of the students. 

The Student Modeling Agent is assisted by: 

• A Historic Agent, which is responsible of registering the history of interactions among the students 
and the system. 

• A Psychological Agent, which is responsible of building a psychological profile of each student 
including their learning style, attentiveness, and other personality traits, moods and emotions that may 
be interesting for adapting the teaching process. 

• A Knowledge Modeling Agent, which is responsible of building a model of the student’s current 
knowledge and its evolution. 

• A Cognitive Diagnostic Agent, which is responsible of trying to determine the causes of the student’s 
mistakes. 

The World Agent is related to: 
• The Objects and Inhabitants Information Agent, which has geometrical and semantical knowledge 

about the objects and the inhabitants of the world. This agent, for instance, will be able to answer 
questions about the location of the objects or their utility. 

• The Interaction Agent, which has knowledge about the possible interactions with the environment and 
the effects of those interactions. For instance, it will be able to answer questions like “What will it 
happen if I push this button?” 

• The Path Planning Agent, which is capable of finding paths to move along the environment without 
colliding with objects or walls.  

The Expert Agent, in turn, is related to other agents that are specialists in solving problems related to the 
subject matter that is being taught to the students. This is one of most variable components in an IVET. 
Generally, there will be at least one Simulation Agent. In many IVETs the goal of the system is to train 
students in the execution of procedures. In our prototype for nuclear power plants, for instance, the goal is 
to teach a team of operators to execute some maintenance procedures. In this case, the Expert Agent should 
be able to find the best procedure to solve a given malfunctioning situation, and this is achieved by a 
Planning Agent that is able to apply intelligent planning techniques like STRIPS. If the IVET was to be 
used for teaching Chemistry, for instance, the Expert Agent should have knowledge about the chemical 
elements and should be able to plan and simulate reactions.  

The Tutoring Agent, finally, will be assisted by: 

• A Curriculum Agent, which has knowledge of the curricular structure of the subject matter. 
• Several Tutoring Strategy Agents, which implement different tutoring strategies. 

Figure 2 shows how the extended ITS architecture is transformed from a modular point of view to an 
agent-based architecture. 

4 Implementation 

The agent-based architecture for IVETs that was described in the previous sections has been implemented 
with a combination of quite heterogeneous technologies. 

The agents have been implemented in Java, and the direct communication among them has been 
realized using the Jade platform with FIPA ACL messages. The 3D VE and avatars have been modeled 
with 3D Studio Max and imported into OpenGL format with a specific tool developed for that purpose. 
The visualization of the 3D models, animations and interactions are managed by a program in C++, making 
use of the OpenGL graphical library. Microsoft’s DirectPlay library has been used for direct 
communication among the different 3D graphical environment views in order to take into account the 
movements and actions of the other students for real-time update of each view. Microsoft’s DirectInput has 
been used to manage some interaction devices, namely the mouse, keyboard and joystick. The head 



 

mounted display and data glove inputs and outputs are managed by specific libraries. Communication 
among the C++ VE and the Java agents is performed by using a middleware of CORBA objects. 
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Figure 2. Agent-based architecture for IVETs 

5 Conclusions 

An agent-based architecture is proposed in this paper for the design of Intelligent Virtual Environments for 
Training. The roots of this architecture are in the generic architecture of an Intelligent Tutoring System, 
which has been firstly extended to be applicable to IVETs, and has been then transformed into an agent-



 

based architecture by the identification of the set of generic agents that would be necessary to accomplish 
the tasks of each module. 

One of the advantages of the proposed architecture is that it is possible to build a basic infrastructure 
of agents that work as a runtime engine. In order to develop a new IVET, the author’s task will consist of: 
selecting the desired agents among the available ones (for instance selecting the Tutoring Strategy Agent 
that implements the desired tutoring strategy); configuring the parameters that govern the behaviour of 
those agents (for instance the duration of the session, the number of mistakes that will be allowed before 
the Tutoring Agent tells the student the correct answer, etc.); providing the data specific to the new IVET 
and subject matter (the geometrical model of the VE, the curriculum, the actions that are possible in the 
new VE and their effects on the simulation, etc.); and in the worst case creating new agents and registering 
them in the platform. 

The proposed architecture, and its realization in a platform of generic and configurable agents, will 
facilitate the design and implementation of new IVETs, maximizing the reuse of existing components and 
the extensibility of the system to add new functionalities. 
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