
Abstract

In modern communication networks it is interesting not only to know how fast packets

can travel in the network, another parameter object of study is the number of informa-

tion packets at each node of the network at time t. Some models of traffic in imperfect

communication Networks has been proposed for the Internet, important features such

as delay in transmission and packet lost and congestion at the nodes must be taken

in consideration by the model. Some imperfect traffic models based on fractional

calculus have been proposed. This works present some computer simulations of inter-

net traffic and comprare the results with the ones provided by the fractional calculus

models.
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1 Introduction

In the past few years, growth in the field of communication networks [1, 2, 3], multi-

agent systems [4] and complex systems [5] have generated many studies focused on

the behavior of network packages transmission. In modern communication networks

as, for example Internet, the temporal evolution of the transmission time between two

fixed machines in the network it is known to be a chaotic time series of a dynamical

system with positive Lyapunov exponents. Even under this limitation, some parame-

ters, such as, the macroscopic behavior of the global Internet network response times

can be characterized and predicted by the use of artificial neural networks [6]. As

pointed out in [7], performance parameters associated with a telecommunication net-

work warrants a meaningful model for the complexity of the communication system.

A relevant modeling of such complexity should include stochasticity of interacting re-

sources and in the flow of information between the nodes of the network. In Internet,
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for example, there exists a delay between the time when a node receives a package

and the time when this package is sent to a neighbor node. This delay is due mainly to

the managing, storing, and queuing of the package as well as to saturation of neighbor

nodes.

In Internet not every package sent through the network reaches its destination, noisy

channels produce that some packages become not valid and therefore are thrown away

from the network. In disease transmissions not every contact among individuals pro-

duces the transmission of the disease. These reasons point to the fact that the exist-

ing models with instant and flawless transmissions are no longer able to predict the

response time in networks with time delay and faulty transmissions and, therefore,

models that reflect these properties need to be taken in account [8, 9]. In [10] the

delay of packets transmission between two given nodes of a network is studied when

each node maintains a queue of packets and the delay in sending each packet from

one node to the following in its route is a random variable that follows an uniform

distribution.

Some Network traffic characteristics are more efficiently described in terms of frac-

tal than conventional stochastic processes. Long–range dependency in statistical mo-

ments have been found in corporate, local and wide-area networks [11, 12]. In these

works, the correlation function of network process decays much more slowly than ex-

ponential, showing in fact a power–law decay. This behavior has been explained on

the basis of diffusion processes that describe the evolution o a system with properties

of information loss. This power–law dependence can be explained under the light of

fracionary calculus and fractional derivative equations [13]. In this framework, some

models of Internet traffic has been developed on the basis of fractional calculus. For

example in [14] the most probable number of packets in the site x at the moment t,

n(x, t) is estimated under the assumption that the time delay of packet transmission

between two given nodes is given by a probability density of the form:

f(t) =
γ

(1 + t)(1+γ)
(1)

where the packet loss situation corresponds to a condition that the packet will not leave

one of the intermediate nodes in its route. Even when these works present interesting

analytical results, there is no a comparison between these analytical results and the

behavior observed in real data or in data obtained by computer simulations.

In this work we explore, by means of computer simulations, the behavior of a

traffic model that present a time delay in packet transmission that follows a probability

density given by eq. 1.

2 Theoretical Framework

In [14] a theoretical model for network traffic is developed when the probability dis-

tribution function follows the expression given by 1. For this distribution the most
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probable number of packets at node x at time t n(x, t) is given by the expression:

n(x, t) =

∫ t

0

n(x − 1, t − τ)f(τ)dτ + n(x, 0)F (t) (2)

where F (t) = 1 −
∫ t

0
f(τ)dτ .

With these designations, the equation of package migration can be expressed as a

fractional derivative equation of the form:

Γ(1 − γ)Dγ
t [n(x, t)] = −

∂n(x, t)

∂x
+

n(x, 0)

tγ
(3)

If we assume the initial conditions n(0, 0) = n0 and n(k, 0) = 0 ∀ k 6= 0 we

obtain:

n(x, t) = n0

{

1

tγ
− x

[

Γ2(1 − γ)

Γ(1 − 2γ)
·

1

t2γ
+

Γ(1 − γ)

Γ(−γ)
·

1

tγ+1

]}

(4)

and finally:

c(x, t) = n2
0Γ(1 − γ)t1−2γ

[

1

Γ(2 − 2γ)
− x ·

Γ(1 − γ)

Γ(2 − 3γ)
·

1

tγ

]

(5)

where c(x, t) is the correlation function.

3 Point-to-point transport (unicast)

In unicast or point-to-point transmission, a set of packages has to cross a number

of intermediate machines (routers) in order to go from the source to the destination.

Different path lengths are possible. In our unicast experiment, each node maintains a

queue of packages. One source node sends a file of l packages to a destination node

by a route of r intermediate step nodes. Each node in the route maintains a queue of

packages. Each package has a time counter that represents the time that rests to send

the package to the following node.

The following happens at each time instant for each node.

• The node sends all the packages that are ready (time counter equal 0) to the

following node in the route.

• The node decrements by one the time counter of all the packages remaining in

its queue.

• The node receives a set of packages from the previous node in the route and

assigns a time delay to the package following a given probability distribution

f(t).
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Figure 1: Normalized number of packages at node 0 n(0, t). The path consists of 100

nodes and n0 = 3000

At each time step t the number of packages n(x, t) at node x is exactly the size the

node x queue.

From eq. 5 follows:

n(0, t) = n0

{

1

tγ

}

(6)

This same behavior can be observed in our simulations. See fig 1. The number

of packages at each node defined by eq. 4 presents also a similar behavior in our

simulations.

In figures 3 and 4 the behavior of the correlation c(m, τ) =
∑N

k=0

∑T

t=0 n(k, t)n(k+
m; t − τ)dt and D(t) = c(0, t) is plotted. As expected, the correlation functions

present a decay concerning the value of t.

4 Conclusion

A set of computer simulations have been performed to test the results of a model

of Internet traffic based on fractional calculus. The computer simulations show a

similar behavior to the fractional model with respect to the number of packages at

each node. The computer simulations also present a decay in the covariance, as should

be expected, in difference with the fractional model presented at [14].

We thank the partial support of the Ministerio de Educacin y Ciencia under grant

MTM2005-05573.
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Figure 2: Normalized number of packages at node x and t = 100 n(x, 100). The path

consists of 100 nodes and n0 = 3000
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Figure 3: Covariance at node m for γ = 1
4
. The path consists of 100 nodes, n0 = 3000

and T = 500
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Figure 4: Covariance at node 0 for different values of γ. The path consists of 100

nodes, n0 = 3000 and T = 500
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